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Abstract. We prove various obstructions to the existence of reg-
ular maps (or coarse embeddings) between commonly studied spaces.
For instance, there is no regular map (or coarse embedding) Hn →
Hn−1 × Y for n ≥ 3, or (T3)

n → (T3)
n−1 × Y whenever Y is a

bounded degree graph with subexponential growth, where T3 is
the 3-regular tree. We also resolve [BST12, Question 5.2], prov-
ing that there is no regular map H2 → T3 × Y whenever Y is
a bounded degree graph with at most polynomial growth, and no
quasi-isometric embedding whenever Y has subexponential growth.
Finally, we show that there is no regular map Fn → Z≀Fn−1 where
F is the free group on two generators.

To prove these results, we introduce and study generalizations
of asymptotic dimension which allow unbounded covers with con-
trolled growth.

1. Introduction

A function f : X → Y between metric spaces is a coarse embedding
(or uniform embedding) if for some functions ρ−, ρ+ : [0,∞) → [0,∞)
with ρ−(t) → ∞ as t→ ∞, for all x, x′ ∈ X,

ρ−(dX(x, x
′)) ≤ dY (f(x), f(x

′)) ≤ ρ+(dX(x, x
′)).

Coarse embeddings arise naturally in geometric group theory [Gro93,
Section 7.E], the most immediate example being the inclusion of closed
compactly generated subgroup of a compactly generated locally com-
pact group (where the groups are equipped with their word metrics).
More generally, whenever G is a compactly generated locally compact
group acting properly and continuously by isometries on a metric space
X, then for every x ∈ X, the orbit map g 7→ g · x is a coarse embed-
ding. The notion of a coarse embedding was actually first introduced
by Gromov in the context of Pseudo-Riemannian geometry [Gro88],
a connection that was only rediscovered recently, leading to impor-
tant progress in Lorentz geometry [Fra21]. It has also proved to be
an important notion in index theory and topology, notably with Yu’s
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famous proof of the Novikov conjecture for groups admitting a coarse
embedding in a Hilbert space [Yu00].

Despite the importance of these maps, there are relatively few ob-
structions to coarse embeddings between spaces, with the main ex-
amples being growth, asymptotic dimension, and, more recently, the
separation and Poincaré profiles of a space [BST12, HMT22]. In this
paper, we develop new invariants based on generalisations of asymp-
totic dimension in order to show new non-embedding results out of
reach of previous methods.

There are two further important classes of maps to mention. Quasi-
isometric embeddings are a special case of coarse embeddings, which
can be thought of as being “undistorted”: the functions ρ−, ρ+ are
affine linear. In general, these maps are much better understood as
they carry many more invariants than general coarse embeddings: for
instance a quasi-isometric embedding between hyperbolic groups in-
duces a quasi-symmetric map between their Gromov boundaries, while
a coarse embedding need not [BR13].

Finally, another natural class of maps are regular maps (cf. [BST12]):
recall that a map f : X → Y between metric spaces is regular if there
is some κ such that

• dY (f(x), f(x′)) ≤ κ(1 + dX(x, x
′)) for all x, x′ ∈ X; and

• the preimage of every open ball of radius 1 in Y is contained in
a union of at most κ balls of radius 1 in X.

Every coarse embedding between bounded geometry1 metric spaces is
a regular map but the converse is false, consider for example Z →
Z, n 7→ |n|. Although regular maps have been studied far less than
coarse embeddings, they nevertheless appear naturally: indeed, the
inclusion of any subgraph in a bounded degree graph is a regular map
(while it may not be a coarse embedding). Our methods apply to
regular maps as well as coarse embeddings, in fact, as we now discuss,
our initial motivation was a question of Benjamini–Schramm–Timár
regarding regular maps.

1.1. Non-embedding results. We will be particularly interested in
the following problem.

Problem 1.1. Consider spaces X and Y of exponential growth (typ-
ically products of symmetric spaces and regular trees) such that there
is no coarse embedding/regular map from X to Y . Prove that there is
no coarse embedding/regular map from X to Y ×Z where Z is a space
with subexponential growth (e.g. Rk).

Specific instances of this problem in the literature include [BST12,
Question 5.2], which asks whether there is a regular map H2 → T3×R,

1A metric space has bounded geometry if for every R there is some CR such that
every ball of radius R is contained in a union of at most CR balls of radius 1.
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and [Ben22, Question 6.2]: assume X and Y are direct products of non-
Euclidean symmetric spaces such that there exists a coarse embedding
from X to Y ×Rk for some k, does this imply that rank(X) ≤ rank(Y )?
Our first result provides a strong negative answer to Benjamini–

Schramm–Timár’s question.

Theorem A. There is no regular map H2 to T3 ×Z when Z has poly-
nomial growth.

It is quite easy to see that H2 does not admit a regular map to
T3 (for instance using asymptotic dimension). In [BS07b], Buyalo–
Schroeder rule out the existence of a quasi-isometric embedding from
H2 to T3×Rk, but so far, no invariant can obstruct coarse embeddings,
even when k = 1 (see [BST12, Question 5.2]). Interestingly, even the
analytic techniques from [HMT22] which proved to be so efficient with
direct products of rank 1 symmetric spaces (of dimension > 2) with
Euclidean spaces fail here, see [HMT22, Remark 6.9].

Regarding quasi-isometric embeddings, we improve Buyalo–Schroe-
der’s result as follows:

Theorem B. There is no quasi-isometric embedding from H2 to T3×Z
when Z has subexponential growth.

We now turn to other symmetric spaces. Recall a general symmetric
space can be decomposed as a direct product of symmetric spaces X =
Xc ×Xe ×Xnc, where Xc is compact, Xe is Euclidean, and Xnc has no
non-trivial compact or Euclidean factor. The rank of a symmetric space
X is the maximal dimension of an isometrically embedded Euclidean
space. It is denoted rank(X). Define the corank of a symmetric space
X by corank(X) = dimX − rankX 2.
In [BS02], Buyalo–Schroeder prove that for a pair X, Y of symmetric

spaces with trivial compact factors, the existence of a quasi-isometric
embedding X → Y implies that corank(X) ≤ corank(Y ).
We believe that the techniques3 from [BS07b] can be used to show

that this inequality holds for regular maps as well. Here we use a
different method to prove the following stronger statement.

Theorem C. Let X be a symmetric space with trivial compact factor,
let Y be a direct product of real hyperbolic spaces, let ℓ, ℓ′ ∈ N, and let
Z be a bounded degree graph with subexponential growth. If there is a
regular map

X × (T3)
ℓ → Y × (T3)

ℓ′ × Z,

then
corank(X) + ℓ ≤ corank(Y ) + ℓ′.

2The corank should not be confused with the “subexponential corank” intro-
duced by Buyalo and Schroeder, which they also denote by corank and we will
denote by corankse. We will discuss this notion and its relation to corank in §1.3.

3in particular Lemmas 14.2.2 and 14.2.4
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Let us discuss a few examples. The non-existence of a regular map
from Hn+1 to Hn × Rk for any n ≥ 2, k ≥ 0 follows from previous
work of the authors [HMT22], and can most likely also be deduced as
a consequence of the methods in the aforementioned result of [BS02].
Now we are able to replace Rk by any graph of subexponential growth:

Corollary 1.2. For n ≥ 2 there is no regular map from Hn+1 to Hn×Z,
whenever Z is a bounded degree graph with subexponential growth.

Following a subtle strategy based on filling functions outlined by Gro-
mov in [Gro93, §7.E2, pages 141–144], Bensaid proved that the rank
of a direct product of non-Euclidean symmetric spaces and Euclidean
buildings is monotonous under coarse embedding [Ben22]. The mono-
tonicity of the rank under regular maps remains open. In particular,
the existence of a coarse embedding from T3 × T3 × T3 to Hk ×Hk for
any k ≥ 2 is prevented by Bensaid’s monotonicity of the rank, but not
the existence of a regular map. On the other hand, the existence of a
coarse embedding from T3 × T3 × T3 to T3 × T3 ×Rk for some k is not
ruled out by any of the previous results. It is now a special case of the
following:

Corollary 1.3. For n ≥ 2 there is no regular map from (T3)
n to

(H2)n−1 × Z (in particular to (T3)
n−1 × Z), whenever Z is a bounded

degree graph with subexponential growth.

Note that Theorem C does not prevent the existence of a regular
map from T3 × T3 × T3 to H3 ×H3, which is still open.

1.2. The invariants. Let us first quickly review the known geomet-
ric invariants which are monotonous under coarse embeddings/regular
maps. The first one is volume growth, which for instance rules out
the existence of a regular map from the 3-regular tree T3 to a graph
of subexponential growth. A more refined invariant introduced by
Gromov is asymptotic dimension, which can be seen as a large scale
version of the covering dimension. This notion has played a funda-
mental role in various areas of mathematics, ranging from topology
to non-commutative geometry. Its monotonicity under regular maps
has been proved in [BST12]. For direct products of symmetric spaces
of non-compact type, the asymptotic dimension is known to coincide
with the topological dimension (see [CG04, Corollary 3.6]): this for
instance rules out the existence of a regular map from Hn to Hn−1.
Other invariants which are monotonous under coarse embeddings be-
tween spaces satisfying additional hypotheses include (co)homological
dimension [Sha04, Sau06, Li18], homological filling functions [KP22]
and isoperimetric profile [DKLMT22]. None of these can be used to
prove Theorems A, B or Corollaries 1.2, 1.3 for any choice of Z which
has an infinite connected component.
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The invariant we use to prove Theorem C is a generalisation of as-
ymptotic dimension where we replace the usual condition that elements
of the cover have uniformly bounded diameter with a requirement
that they have uniformly controlled growth – in this case, uniformly
bounded from above by some subexponentially growing function. For
Theorem A, we need a slightly more sophisticated variant of this no-
tion.

Given a family F of non decreasing functions [0,∞) → [0,∞), and
a metric space X, we say that the asymptotic dimension of X
modulo F is at most n if, for any r > 0 we can find a cover {Xi} of X
such that every ball of radius r in X intersects at most n+ 1 elements
of the cover, and that the growth of sets in the cover is uniformly
bounded by some f ∈ F . We distinguish between two versions of
uniform control. The first (weak) version only considers the growth
of individual elements of the cover. The second (strong) version also
requires control on iterated unions of elements which are a bounded
distance apart. We denote the first by asdimF(X) and the second by
asdimF(X). Clearly, we have asdimF(X) ≤ asdimF(X), and we shall
see an example below where this inequality is strict. The definitions
we give in §2 are actually more general, as they allow us to consider
asymptotic dimension relative to any class of families of metric spaces
(see Definition 2.4).

The main motivation for introducing these notions is their mono-
tonicity under regular maps.

Proposition 1.4. Let X and Y be metric spaces which are quasi-
isometric to bounded degree graphs. If there is a regular map X → Y ,
then for any collection of functions F , we have

asdimF(X) ≤ asdimF(Y ) and asdimF(X) ≤ asdimF(Y ).

When F is the set of constant functions then both asdimF(X) and
asdimF(X) are equal to the usual asymptotic dimension. The defini-
tion presented above is the “covering” definition of asymptotic dimen-
sion. We prove that there is an equivalent “colouring” definition and
an equivalent “polyhedral” definition4 in terms of ε-Lipschitz maps to
simplicial complexes (see Propositions 2.13 and 3.20). We also prove a
natural product formula.

Proposition 1.5. Let X and Y be bounded degree graphs and let F ,F ′

be families of functions. We have

asdimFF ′(X × Y ) ≤ asdimF(X)× asdimF ′(Y ); and

asdimFF ′(X × Y ) ≤ asdimF(X)× asdimF ′(Y )

where FF ′ is the family of all functions g(n) = f(n)f ′(n) where f ∈ F
and f ′ ∈ F ′.

4The terminology here is taken from [BS07b]
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For convenience let us define the following sets of (non-decreasing)
functions f : [0,∞) → [0,∞):

• poly(d) is all functions bounded from above by Cnd + C for
some C > 0,

• poly is all functions bounded from above by Cnd + C for some
C > 0 and some d > 0,

• se is all subexponential functions, i.e. f ∈ se if and only if

lim
r→∞

1

r
log(f(r)) = 0.

Theorem C is a consequence of the following:

Theorem D. Let X be a symmetric space without compact factor and
let ℓ ∈ N,

(1.6) asdimse(X × (T3)
ℓ) ≥ corank(X) + ℓ.

If, in addition, X is a product of Euclidean and real hyperbolic spaces
then we have

(1.7) asdimse(X × (T3)
ℓ) = asdimpoly(X × (T3)

ℓ) = corank(X) + ℓ.

Note that by Proposition 1.5, (1.6) and (1.7) remain valid if we
take a direct product of X × (T3)

ℓ with a bounded degree graph of
subexponential growth.

The key step for the lower bound (1.6) is that any cover with uni-
formly subexponentially growing sets intersects an exponentially dis-
torted subset in uniformly bounded sets. This heuristic works out to
give us:

Proposition 1.8. Let X, Y be uniformly discrete metric spaces. If
there is a regular map f : Y → X, and a constant C such that for all
y, y′ ∈ Y

(1.9) dX(f(y), f(y
′)) ≤ C log(1 + dY (y, y

′)) + C

then asdimse(X) ≥ asdim(Y ).

To obtain the lower bound we require a variant of this result which
weakens (1.9) to only hold for a fixed y (and all y′) at the expense of
assuming a stronger hypothesis on Y (that it is quasi-isometric to a
Carnot group).

The key point in proving the upper bound in Theorem D is the con-
struction of a particular cover of the hyperbolic plane (see Proposition
4.1), which is then extended to the hyperbolic space Hd by consider-
ing a natural quasi-isometric embedding of Hd → (H2)d−1. A careful
analysis of this embedding yields the following lower bound.

Theorem E. For all d ≥ 2,

asdimpoly(d)(Hd) ≤ d− 1.
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The definition of asdim is somehow designed to rule out covers like
the one constructed for the proof of Theorem E. And indeed, we have:

Theorem F. For every d ∈ N, we have

asdimpoly(d)H2 = 2.

Note that Theorem A follows from Theorem F (Theorem B will be
a consequence of its proof).

We show that asdimF and asdimF satisfy a fibering stability prop-
erty, which in particular implies the following result.

Proposition 1.10. Suppose that G is a finitely generated group, and
that we have a short exact sequence

1 → P → G→ Q→ 1,

where each finitely generated subgroup of P , equipped with the induced
metric, has subexponential growth. Then asdimse(G) ≤ asdim(Q).

This result applies to wreath products.

Corollary 1.11. If L is a finitely generated group with subexponen-
tial growth and Q is a finitely generated group with finite asymptotic
dimension, then the wreath product L ≀Q =

⊕
L⋊Q satisfies

asdimse(L ≀Q) ≤ asdim(Q).

Proof. Any finitely generated subgroup of
⊕

L is contained in a sub-
group H ∼= Ln of

⊕
L = {f : Q→ L} where all functions have support

in some common finite set of size n. Since H ∼= Ln has subexponential
growth, and the inclusion of H ∼= Ln (with the ℓ1-metric) into L ≀Q is
distance-non-contracting, we have that H has subexponential growth
with respect to the induced metric of L ≀ Q. Proposition 1.10 applies
to give the result. □

For example, combining this corollary with (1.6) we deduce that F n

does not regularly embed into Z ≀F n−1, where F denotes the free group
on two generators (observe that the asymptotic dimension of Z ≀ F n−1

is infinite).

1.3. Comparison with Buyalo–Schroeder’s invariants. As we have
already mentioned, the spaces considered in Theorem C also feature
prominently in the research of Buyalo–Schroeder, who construct several
invariants designed to obstruct quasi-isometric embeddings between
products of symmetric spaces of non-compact type, regular trees and
Euclidean spaces. Three notable invariants from their works are the
hyperbolic dimension (hypdim), hyperbolic rank (rankh) and subexpo-
nential corank (corankse). Their notion of hyperbolic dimension was
our main source of inspiration for introducing our own relative notions
of asymptotic dimension. Indeed, it can be seen as asymptotic dimen-
sion modulo pieces satisfying some uniform variation on a doubling
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condition: i.e. the existence of a constant N such that for all R ≥ 1,
balls of radius 2R can be covered by at most N balls of radius R. Such
a condition is monotonous under quasi-isometry, but not under coarse
embedding. Hence the hyperbolic dimension has no reason a priori to
be monotonous under coarse embedding. Observe that

hypdim(X) ≥ asdimpoly(X) ≥ asdimse(X).

The first inequality follows from the observation that uniformly dou-
bling spaces have uniform polynomial growth. The second inequality
holds since polynomial functions are subexponential. The following
inequality is more subtle.

Theorem G. Let X be a metric space which is quasi-isometric to a
bounded degree graph. We have

asdimse(X) ≥ max{corankse(X), rankh(X)}

For subexponential corank, Theorem G is a natural consequence of
the “polyhedral” definition of asdimse while for hyperbolic rank, we
apply Proposition 1.8/Proposition 3.1 to a family of “level sets” in a
hyperbolic space Y which are exponentially distorted, and whose as-
ymptotic dimension (as a family) is at least the topological dimension
of the boundary of Y . We may have asdimse(X) > rankh(X), for ex-
ample asdimse(T3) = 1 > 0 = rankh(T3). We do not have an example
where asdimse(X) > corankse(X), though perhaps one exists, since one
can show that asdimpoly(1)(H2) = 2 while a ‘linear corank’ analogous to
that of Buyalo–Schroeder has value 1 (since the preimages of a horo-
cyclic projection H2 → R grow linearly).

1.4. Questions/Conjectures.

Conjecture 1.12. Let X be a symmetric space with trivial compact
factor and let ℓ ∈ N. We have

(1.13) asdimpoly(X × (T3)
ℓ) = asdimse(X × (T3)

ℓ) = corank(X) + ℓ.

We also conjecture that Theorem E is optimal in the following sense.

Conjecture 1.14. We have asdimo(poly(d))(Hd) = d, where o(poly(d)) is
the family of non-decreasing functions f such that limt→∞ f(t)/td = 0.

The weaker equality asdimpoly(d−1)(Hd) = d, together with Proposi-
tion 1.5 would be enough to rule out the existence of a regular map
Hd → Hd−k × (T3)

k whenever 1 ≤ k ≤ d. This would be optimal
as there exists a quasi-isometric embedding Hd → Hd−k × Hk+1 →
Hd−k × (T3)

k+1 for all 0 ≤ k ≤ d− 2 [BF98, BDS07].
We believe that asdimpoly(n)Hd = d holds for every d, n, and more

generally:

Conjecture 1.15. For every rank one symmetric space X of noncom-
pact type and every d, we have asdimpoly(d)(X) = asdim(X).
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Finally, Theorems A and Theorem B should both be special cases of
the following conjecture.

Conjecture 1.16. There is no regular map H2 → T3×Y for any space
Y of subexponential growth.

1.5. Plan of paper. In Section 2 we define our invariants, and show
their basic properties such as their behaviour under regular maps, prod-
ucts and extensions (Propositions 1.4, 1.5 and 1.10). In Section 3 we use
exponentially distorted subsets to establish the lower bound in Theo-
rem D; we also prove Theorem G relating asdimse to corankse and rankh.
In Section 4 we construct decompositions of the real hyperbolic plane
(and consequently also higher dimensional real hyperbolic spaces), es-
tablishing the upper bound in Theorems D and E. (Theorem C follows
immediately from Theorem D.) Finally, in Section 5 we show the uni-
form asymptotic dimension asdimpoly(d)(H2) = 2 (Theorem F), and the
non-embedding results Theorems A and B.

2. Asymptotic dimension relative to classes of metric
families

In this section we introduce a relative version of asymptotic dimen-
sion. Since we will have to work with metric spaces which happen to
be subsets of vertices of graphs equipped with the induced metric, it
will be convenient to work with the following class of metric spaces:
a metric space X is (1-)uniformly discrete if d(x, y) ≥ 1 whenever
x ̸= y.
In the sequel it will be more convenient to work with families of

metric spaces, that we shall simply refer to as “metric families” rather
than single metric spaces. A metric family X is said to have bounded
geometry if for all R > 0, there exists N > 0 such that balls of radius R
in any metric space from X have cardinality at most N . In the sequel
all of our metric families will be 1-uniformly discrete and with bounded
geometry.

2.1. Definition and first properties. We recall the following termi-
nology adapted from [GTY12]. Let X be a metric space. A disjoint
union A =

∐
iAi ⊂ X of subsets of X is called r-disjoint for some

r ≥ 0 if the Ai are pairwise at distance at least r: this will be denoted
by A =

∐r–disjoint
i Ai.

Definition 2.1. Let X and Y be metric families, let r ≥ 0, and let d ∈
N. We write X (r,d)−→ Y if for all X ∈ X , we can write X = X0∪· · ·∪Xd,
such that for each 0 ≤ i ≤ d, Xi =

∐r–disjoint
j Xij, where {Xij} ⊂ Y .

We now let M be a class of metric families. We say that a metric
family X d-decomposes over M , if for every r ≥ 0, there exists

Y ∈ M such that X (r,d)−→ Y .
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We shall need the following reinforcement of the notion of decompo-
sition. First we need to introduce the following notation.

Notation 2.2. Given a metric space X and Y a family of subspaces
of X, for all s > 0 and m ≥ 0, Nm

s (Y) = {Nm
s (Y ) | Y ∈ Y} is defined

inductively as follows: for all Y ∈ Y , N0
s (Y ) = Y , and for each k ≥ 0,

Nk+1
s (Y ) is the union of all the Y ′ ∈ Y which intersect the closed

s-neighbourhood of Nk
s (Y ).

Definition 2.3. Let M be a class of metric families. We say that
a metric family X uniformly d-decomposes over M, if for every

r ≥ 0, there exists X (r,d)−→ Y , where Y is a family of metric subspaces
of X such that Nm

s (Y) ∈ M for all m, s ≥ 1.

We now introduce certain classes of families of metric spaces.

(1) A metric family X is bounded if there exists R ≥ 0 such that
all metric spaces in X have diameter at most R. We denote by
B the class of bounded families.

(2) Given an increasing function V : N → N, a metric family X
has growth function ≲ V if there exists C ≥ 1 such that for all
r ≥ 0, balls of radius r in all metric spaces in X have cardinality
at most CV (Cr) + C. We denote by MV the class of metric
families of growth ≲ V .

(3) Mse is the class of metric families of subexponential growth,
i.e. Mse =

⋃
V MV , where V runs through all subexponential

non-decreasing functions.
(4) For every d ≥ 1, we let Mpoly(d) = Mr 7→rd .
(5) Finally we let Mpoly =

⋃
d≥1Mpoly(d).

We observe that a metric space X satisfies asdimX ≤ d if and only
if {X} (uniformly) d-decomposes over B. By extension, we shall say
that a metric family X has asymptotic dimension at most d if X d-
decomposes over B. More generally we define:

Definition 2.4. Let M be a collection of metric families and let X be
a metric family.

• The asymptotic dimension of X modulo M, denoted by
asdimM X , is the smallest d ∈ N ∪ {∞} such that X d-decom-
poses over M.

• The uniform asymptotic dimension of X modulo M, de-
noted by asdimMX , is the smallest d ∈ N ∪ {∞} such that X
uniformly d-decomposes over M.

Remark 2.5. In this paper, we will focus on the following cases:

(1) By definition, we have asdim = asdimB = asdimB.
(2) To be coherent with the notation given in the introduction, we

shall denote asdimse = asdimMse , asdimpoly(d) = asdimMpoly(d)
,

and asdimpoly = asdimMpoly
(and similarly for asdim).
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We now study the monotonicity of these notions under regular maps.
A map from X → Y is a family of maps f = {fX | X ∈ X} such that
the target space of fX is a space from Y . Such a map is regular if there
exists C,m such that the maps fX are C-Lipschitz and have pre-images
of cardinality at most m. For 1-uniformly discrete metric spaces this
is easily seen to be equivalent to the definition of regular map given in
the introduction.
For convenience we will simply write f instead of fX . A class M

will be called stable under regular maps if for all metric families
X which admit a regular map to a metric family contained in M, we
have X ∈ M. Note that the classes B and MV are stable under regular
maps.

A remark that we will exploit at various places is the fact that if
X is a metric space (satisfying our standing assumptions of uniform
discreteness and bounded geometry), and A ⊂ X, and r ≥ 0 then the
map from the closed r-neighbourhood of A (which we denote by [A]r)
to A which to every x assigns some closest point x′ in A is a regular
map: it is (2r+1)-Lipschitz and its pre-images have cardinality at most
the maximal size of a ball of radius r in X.

Proposition 2.6 (Stability under regular maps, Proposition 1.4). Let
M be a class of metric spaces which is stable under regular maps. Let
X be a metric family which regularly maps to a metric family Y. Then

asdimM X ≤ asdimM Y ,

and

asdimMX ≤ asdimMY .

Proof. Denote d = asdimM Y . Then, for all r, there exists a decompo-

sition Y (r,d)−→ Z, where Z ∈ M. Now fix a regular map f : X → Y .
We observe that since f is C-Lipschitz, if two sets A,B ⊂ Y , for some
Y ∈ Y , are at distance at least r, then their pre-images by f are at

distance at least r/C. Hence X (r/C,d)−→ {f−1(Z) | Z ∈ Z}. Note that f
induces a regular map from {f−1(Z) | Z ∈ Z} to Z. Since M is stable
under regular maps, we deduce that {f−1(Z) | Z ∈ Z} ∈ M. Hence
we have proved that asdimM X ≤ d, which is the first statement of the
proposition. The case of uniform asymptotic dimension is similar, the
only additional argument which is needed is the fact that for all s,m,
and Z ∈ Z,

f(Nm
s (f−1(Z))) ⊂ Nm

Cs(Z),

which follows once again from the fact that f is C-Lipschitz. Indeed,
this inclusion implies that f induces a regular map from {Nm

s (f−1(Z)) |
Z ∈ Z} to {Nm

Cs(Z) | Z ∈ Z}, and we conclude from the fact that M
is stable under regular maps. □
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2.2. Fibering property. We now work to establish a fibering prop-
erty for these dimensions. A classM of metric families is stable under
inclusion if whenever X ⊂ Y and Y ∈ M, then X ⊂ M. Since the
identity is a regular map, we deduce that a class of metric families
which is stable under regular maps is also stable under inclusion.

Definition 2.7. LetM be a class of uniformly discrete metric families.
Define the class D0(M) to be the class of metric families which 0-
decompose over M.

In other words, D0(M) consists of metric families with asymptotic
dimension 0 modulo M, i.e. those metric families X such that for all

r, there exists Y ∈ M such that X (r,0)−→ Y .
For example, for X = {(s, t2) : s, t ∈ N} ⊂ Z2, we have {X} /∈

Mpoly(1) but {X} ∈ D0(Mpoly(1)). We observe that if M is stable
under inclusion (respectively regular maps), then so is D0(M).

Lemma 2.8. Let M be a class of uniformly discrete metric spaces
which is stable under inclusion. Then

asdimM = asdimD0(M) and asdimM = asdimD0(M).

Proof. We start with asdimM. Clearly since M ⊂ D0(M), we have
that asdimD0(M) ≤ asdimM. To prove the reverse inequality we let
X be a metric family such that asdimD0(M) X ≤ d, meaning that for

each X ∈ X , X = X0 ∪ · · · ∪ Xd such that each Xi =
∐r–disjoint

j Xij

and {Xij | i, j,X} ∈ D0(M). This implies that for all i, j,X, we have

Xij =
∐r–disjoint

k Xijk, and {Xijk | i, j, k,X} ∈ M. In other words
asdimM X ≤ d and we are done.

Let us turn to asdimM, which is a bit more subtle. Once again, we
let X be such that asdimD0(M)X ≤ d, meaning that for each X ∈ X ,

X = X0 ∪ · · · ∪ Xd such that each Xi =
∐r–disjoint

j Xij and such that

{Nm
s (Xij) | i, j,X} ∈ D0(M) for all s,m. Since M, and therefore

D0(M) are stable under inclusion, we can assume without loss of gen-
erality that each Xij is r-connected. A straightforward induction on m
shows that Nm

s (Xij) is therefore (s+r)-connected. Now pick R > r+s.
Since {Nm

s (Xij) | i, j,X} ∈ D0(M), we can write

Nm
s (Xij) =

R–disjoint∐
k

Zijk

with {Zijk | i, j, k,X} ∈ M. But since Nm
s (Xij) is (s + r)-connected,

our choice of R forces Zijk to be empty except for a single k. In other
words, Nm

s (Xij) ∈ M, and so we are done. □

Proposition 2.9 (Fibering property). Let M be a class of uniformly
discrete metric spaces which is stable under inclusion. Let f : X → Y
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be a Lipschitz map such that for all R, the family

{f−1(A) | A ⊂ Y ∈ Y , diam(A) ≤ R} ∈ D0(M).

Then asdimM(X ) ≤ asdim(Y).

Proof. Let C be the Lipschitz constant of f . Let d = asdim(Y), which

we assume to be finite. Then, for all r, Y (r,d)−→ Z, where Z is a bounded
family of subspaces. As in the proof of Proposition 2.6, we have that

X (r/C,d)−→ {f−1(Z) | Z ∈ Z}. Again like in the proof of that proposition,
we have

Nm
s (f−1(Z)) ⊂ f−1(Nm

Cs(Z)),

for all Z ∈ Z. Since Z is a bounded family, so is {Nm
Cs(Z) | Z ∈ Z}:

let R be an upper bound on the diameter of its subsets. We have

{Nm
s (f−1(Z)) | Z ∈ Z} ⊂ {f−1(A) | A ⊂ Y ∈ Y , diam(A) ≤ R}.

We conclude that {Nm
s (f−1(Z)) | Z ∈ Z} ∈ D0(M), since D0(M) is

stable under inclusion (becauseM is): this shows that asdimD0(M)(X) ≤
d, and we conclude by Lemma 2.8. □

2.3. Upper bound for group extensions. Here we prove Proposi-
tion 1.10, which is a special case (for M = Mse) of the following sta-
bility result. By abuse of notation, we say that a metric space X ∈ M
if the family {X} ∈ M.

Proposition 2.10. Suppose M is stable under regular maps. Let

1 → P → G→ Q→ 1

be a short exact sequence of countable groups. Assume G is equipped
with a uniformly discrete proper left-invariant metric, and that each
finitely generated subgroup of P , equipped with the induced metric be-
longs to M, and that Q is equipped with the quotient metric. Then
asdimM(G) ≤ asdim(Q).

Proof. Note that the subgroup Pr of P generated by the ball of radius
r in P is finitely generated (because the metric is proper and so the
ball is finite), and such that P is an r-disjoint union of the left-cosets
of Pr. Therefore the assumption on P ensures that P ∈ D0(M) with
the notation of Lemma 2.8. By the choice of metrics on G and Q, the
projection f : G → Q is 1-Lipschitz. Given R ≥ 0, the pre-image of
BQ(1, R) is the R-neighbourhood of P :

f−1(BQ(1, R)) = [P ]R.

By the previous discussion, P ∈ D0(M). Therefore, since [P ]R regu-
larly maps to P and D0(M) is stable under regular maps (as M is), we
have that {f−1(BQ(q, R)) | q ∈ Q} ∈ D0(M). Hence the assumptions

of Proposition 2.9 are satisfied and we conclude that asdimM(G) ≤
asdim(Q). □
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2.4. Behaviour under direct products. We start with a useful
characterization of our relative notion of asymptotic dimension, which
is classical for asymptotic dimension. The argument is not new and
a version can be found in [BDLM08], we include a full proof here for
completeness.

Lemma 2.11 (Kolmogorov trick). Let M be a class of metric families
which is stable under regular maps, and let X be a metric family. The
following are equivalent:

(i) asdimM(X ) ≤ n,

(ii) for every k ≥ n and every r > 0, X (r,k)−→ Z where Z ∈ M and
for all X ∈ X , and all x ∈ X, x belongs to at least (k + 1)− n
elements of Z.

Also, the following are equivalent:

(iii) asdimM(X ) ≤ n,

(iv) for every k ≥ n and every r > 0, X (r,k)−→ Z where for all
m, s ≥ 0, Nm

s (Z) ∈ M and for all X ∈ X , and all x ∈ X, x
belongs to at least (k + 1)− n elements of Z.

Proof. This lemma is proved identically to its version for asymptotic
dimension. For the convenience of the reader, we sketch it, in the first
case only, as the second case is similar. It is clear that (i) and (iii)
are precisely the k = n cases of (ii) and (iv) respectively, so (ii) ⇒ (i)
and (iv) ⇒ (iii). We now prove (i) ⇒ (ii). We reason by induction
on k. Let n = asdimM X . For all r and all X ∈ X , we can write
X =

⋃k
i=0Xi such that Xi =

∐3r–disjoint
j Xij, where {Xij} ∈ M, and

for all x ∈ X ∈ X , x belongs to at least k+1− n distinct Xi. We now
let X ′

ij = [Xij]r. We note that X ′
i =

∐r–disjoint
j X ′

ij. We now add an

other subset X ′
k+1 which is the union

⋃
S YS where S runs over subsets

of {1, . . . , k} containing exactly (k + 1)− n elements, and where

YS =
⋂
s∈S

(
Xs \

⋃
i ̸∈S

[Xi]r

)
.

We first show that the YS are r-separated. Consider the case where
S ̸= S ′. Let x ∈ YS and y ∈ YS′ . There exists s /∈ S ′ such that
x ∈ Xs \

⋃
i ̸∈S[Xi]r. Now y does not belong to [Xs]r, so d(x, y) > r. On

the other hand each YS is contained in Xs for every s ∈ S, and so is a
3r-disjoint union of subsets of the Xsj: we let Y be the metric family
consisting of these pieces.

This gives X (r,k)−→ Z, where Z = Y ∪ {X ′
ij | i, j}. Note that each

element of Z is contained in a single X ′
ij for some i ≤ k. Since M is

stable under regular maps, we therefore have Z ∈ M.
So we are left to proving that every element x is contained in at least

(k+2)−n distinct X ′
i. Assume that it is contained in at most (k+1)−n
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distinct X ′
i. Since Xi ⊂ X ′

i for all i ≤ k, this means that x belongs to
exactly (k + 1) − n distinct Xi’s: let S be the subset of {1, . . . , k} of
cardinality (k+1)− n containing these indices. We claim that x must
belong to YS, hence to X

′
k+1. Indeed, it belongs to ∩s∈SXs, and not to⋃

i ̸∈S X
′
i, which is nothing but

⋃
i ̸∈S[Xi]r. Hence it does belong to YS,

and we are done. □

Given two classesM1 andM2 of metric families, we denote byM1⊗
M2 the class of metric families Y admitting a regular map to {X1×X2 |
Xi ∈ Xi}, for some (X1,X2) ∈ M1 × M2. (We use the ℓ1-product
metric throughout.) By construction, the class M1 ⊗ M2 is stable
under regular maps. Note that given two non-decreasing functions V1
and V2, we have MV1⊗MV2 ⊂ MV1V2 , where V1V2 denotes the function
t 7→ V1(t)V2(t).

Proposition 2.12 (Product formula, Proposition 1.5). Let M and N
be two classes of metric families which are stable under regular maps,
and let X and Y be metric families. Then

asdimM⊗N{X × Y | (X, Y ) ∈ X × Y} ≤ asdimM(X ) + asdimN (Y)

and

asdimM⊗N{X × Y | (X, Y ) ∈ X × Y} ≤ asdimM(X ) + asdimN (Y).

Proof. The proof, based on Lemma 2.11, is essentially the same as
the usual product formula for asymptotic dimension. Once again, we
focus on the first case, the second one being treated similarly. Let
m = asdimM X and n = asdimN Y , and let k = m + n. By Lemma
2.11, for all r and all X ∈ X , we can write X =

⋃k
i=0Xi such that

Xi =
∐r–disjoint

j Xij, where {Xij} ∈ M, and for all x ∈ X ∈ X , x

belongs to at least k+1−m distinct Xi (and similarly for Y). Now we
define for each i = 0 . . . , k, Zi = Xi × Yi. Obviously, Zi is an r-disjoint
union of the Xij × Yik. Hence if we can prove that X × Y =

⋃k
i=0 Zi,

we will be done. Let (x, y) ∈ X × Y , the number of Xi that do not
contain x is at most m, and the number of Yi not containing y is at
most n. Since n+m = k, and there are k+1 Xi’s and Yi’s, this implies
that (x, y) must belong to at least one Xi × Yi, so we are done. □

2.5. Equivalent formulation in terms of covers. Asymptotic di-
mension has several equivalent formulations. Here we give one that
generalizes easily, and will be required in §3.1. We recall that a cover
U of a metric family X has R-multiplicity at most k if every closed
ball of radius R in each X ∈ X intersects at most k sets in U . We
usually refer to 0-multiplicity as just multiplicity. A subset U ⊂ X is
R-connected if for any x, y ∈ U there exists x = x0, x1, . . . , xn = y in
U with d(xi, xi+1) ≤ R for each i = 0, . . . , n − 1. Note that if U has
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R-multiplicity at most k, then the set of all 2R-connected components
of elements of U is also a cover with R-multiplicity at most k.

Proposition 2.13. Let M be a class of metric families which is sta-
ble under inclusion, and let X be a metric family. The following are
equivalent.

(i) asdimM(X ) ≤ n;
(ii) for every R, there is a cover U of X with R-multiplicity at most

n+ 1, where every element of U is 2R-connected and U ∈ M.

Similarly, the following are equivalent:

(iii) asdimM(X ) ≤ n;
(iv) for every R, there is a cover U of X with R-multiplicity at most

n+ 1, where every element of U is 2R-connected and for every
s > 0 and m ≥ 0, {Nm

s (U) | U ∈ U} ∈ M.

Proof. Once again, the proof is no different than the one for asymptotic
dimension. Moreover, the proof of the equivalence between (i) and (ii)
is identical to that of (iii) and (iv), so we shall only prove the first one.

(i) ⇒ (ii): For each r > 0, we have X (r,n)−→ Z = {Xij} with Z ∈ M.
Set r = 2R. Suppose Xij and Xi′j′ intersect some closed ball of radius
R in X. It follows that dX(Xij, Xi′j′) ≤ 2R = r, so if i = i′, then
j = j′. Thus, {Xij} has R-multiplicity at most n + 1. As above, we
may decompose each Xij into its 2R-connected components.

(ii) ⇒ (i): Let V be a cover of X with 2R-multiplicity ≤ n + 1 where
V ∈ M. Let X0 be a maximal R-separated collection of elements of V ,
then for each i = 1, . . . , n, let Ui be a maximal collection of R-separated
elements of V \ (U0 ∪ · · · ∪ Ui−1).
Suppose x ∈ X ∈ X is not covered by U0∪· · ·∪Un and choose V ∈ V

such that x ∈ V . Since B(x, 2R) intersects at most n + 1 sets in V ,
and V is not in U0 ∪ · · · ∪ Un, B(x, 2R) intersects at most n sets in
U0 ∪ · · · ∪ Un. Therefore, there is some i such that B(x, 2R) has trivial
intersection with every U ∈ Ui. Add V ∩ B(x,R) to Ui. Repeating

this process yields a decomposition X (R,n)−→ U = U0 ∪ · · · ∪ Un. By
construction, its pieces are subspaces of the pieces of V , and since M
is stable under inclusion, we have U ∈ M. Hence asdimM(X ) ≤ n and
the proof is complete. □

3. Lower bounds on asdimse

In this section we focus on the special case where M = Mse consists
of metric families of subexponential growth. Note that this class is sta-
ble under regular maps, and under direct products, i.e. Mse ⊗Mse =
Mse. Recall that we denote asdimse = asdimMse . The key goals of
the section are to find lower bounds for asdimse in terms of exponen-
tially distorted subsets (§3.1), and show it is at least both rankh, the
hyperbolic rank (§3.2), and corank, the subexponential corank (§3.3).
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3.1. Exponentially distorted subsets. The proof of the lower bound
of Theorem D has three parts. Our first result is a kind of fibering
property for asdimse under regular maps with exponential distortion.

Proposition 3.1. Let X ,Y be uniformly discrete metric families with
bounded geometry, and assume asdimse(X ) ≤ d. Suppose there is a
regular map f = {fY }Y ∈Y : Y → X , a constant C and, for each
Y ∈ Y, a point a ∈ Y such that for all b ∈ Y ,

(3.2) dX(fY (a), fY (b)) ≤ C
(
log(1 + dY (a, b)

)
+ C.

Then for every r > 0, there is a decomposition Y (r,d)−→
⋃

Y ∈Y UY where
each UY is a metric family of subsets of Y satisfying the following
property:

(3.3) lim
m→∞

1

m
max {diam(U) : Y ∈ Y , U ∈ UY , dY (a, U) ≤ m} = 0.

We say a cover is radially sublinear if it satisfies (3.3) for some
choices of a ∈ Y .

For the second part we require a definition:

Definition 3.4. A metric space (X, d) admits dilations if, for some
λ ̸= 1, there is a bijection ψλ : X → X such that for all x, x′ ∈ X, we
have

dX(ψλ(x), ψλ(x
′)) = λdX(x, x

′).

Euclidean spaces Rn, and more generally, Carnot groups (equipped
with Carnot–Carathéodory metrics) are examples of spaces which ad-
mit dilations. We denote the topological (covering) dimension of a
metric space by dimtop, and recall that this is the minimal d such that
every open covering has a refinement with multiplicity at most d + 1.
Recall that a metric space is proper if its closed balls are compact.

Proposition 3.5. Let N be a proper metric space which admits dila-
tions and let N ′ be a uniformly discrete metric space which is quasi-
isometric to N . If, for all R > 0, there is a radially sublinear cover of
N ′ with R-multiplicity at most k, then k ≥ dimtop(N) + 1.

Thirdly, we show that products of symmetric spaces and trees admit
suitable embeddings of Carnot groups.

Proposition 3.6. Let X =
∏k

i=1Xi×(T3)
ℓ where the Xi are symmetric

spaces of non-compact type and T3 is the infinite 3-regular tree and let
X ′ be a maximal 1-separated subset of X. There is a regular map
N ′ → X ′ satisfying (3.2) where N ′ is a uniformly discrete metric space
which is quasi-isometric to a Carnot group N with

asdim(N) = dimtop(N) = corank(X) + ℓ.
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The equality asdim(N) = dimtop(N) was proved by Carlsson–Goldfarb
for all simply-connected nilpotent Lie groups N ([CG04, Theorem 3.5]).
Carnot groups are examples of simply-connected nilpotent Lie groups.

Before proving the three propositions above, let us explain how they
combine to complete the proof of the lower bound.

Proof of Theorem D, lower bound (1.6). Let X be a symmetric space
with no compact factor, and let X ′ be a maximal 1-net in X × (T3)

ℓ.
Fix some R ≥ 0. By Proposition 3.6, there exists a Carnot group N so
that

asdim(N) = dimtop(N) = corank(X) + ℓ,

and a regular map N ′ → X ′ satisfying (3.2) where N ′ is a uniformly
discrete metric space which is quasi-isometric to N . We then deduce

from Proposition 3.1 that there is a decomposition N ′ (r,asdimse(X))−→ N ′

whereN ′ is radially sublinear. We deduce from the proof of Proposition
2.13 (i) ⇒ (ii), that on refining the cover (which does not affect (3.3)),
we can assume that its R/2-multiplicity is at most asdimse(X) + 1.
Therefore Proposition 3.5 implies that asdimse(X) + 1 ≥ corank(X) +
ℓ+ 1, and the proof is complete. □

3.1.1. Proof of Proposition 3.1. Proposition 3.1 is the first case of the
following result. The second case (Proposition 1.8) shows that un-
der slightly stronger hypotheses on the distortion, we can deduce that
asdimse(X) ≥ asdim(Y ) without assumptions on Y .

Proposition 3.7. Let X ,Y be uniformly discrete metric families, where
asdimse(X ) = k and let f = {fY }Y ∈Y : Y → X be a regular map.

1) If there is a constant C such that for all Y ∈ Y with fY : Y → X
there exists a ∈ Y such that for all b ∈ Y we have

(3.8) dX(fY (a), fY (b)) ≤ C log(1 + dY (a, b)) + C,

then for every r > 0 there is a decomposition Y (r,k)−→ V, where
V is radially sublinear.

2) If there is a constant C such that for all Y ∈ Y with fY : Y → X
and (3.8) holds for all a, b ∈ Y then asdim(Y) ≤ k.

Proof. Let λ be equal to the maximum of the Lipschitz constant of ϕ
and the maximal cardinality of its pre-images. Set k = asdimse(X ), fix

R > 0 and let X (λR,k)−→ U be a decomposition with U ∈ Mse. Then

Y (R,k)−→ V , where V = {f−1(U) : U ∈ U}. Note that V ∈ Mse. On
refining V , we may assume in addition that its pieces are R-connected.
We now proceed to bound the diameter of pieces of V . Note that all the
pieces are finite. Indeed, assume V is infinite: since it is R-connected,
both 1) and 2) would imply that |V ∩ B(y0, n)| grows exponentially
with n. The point now is to make this quantitative.



ASYMPTOTIC DIMENSION FOR COVERS WITH CONTROLLED GROWTH19

Let V ⊂ Y be a piece with f(V ) ⊂ U , and suppose a ∈ Y . Since V
is R-connected, V contains at least diam(V )/R points, so f(V ) ⊂ U
contains at least diam(V )/λR points. On the other hand, f(V ) is
contained in the ball about f(a) of radius

≤ C log(1 + d(a, V ) + diam(V )) + C,

so the subexponential growth of U gives that

(3.9)
diam(V )

λR
= o (log(1 + d(a, V ) + diam(V ))) .

In case 2), we may assume a ∈ V , thus (3.9) implies diam(V ) =
o(log(1 + diam(V ))), hence diam(V ) is uniformly bounded.

In case 1), where a is fixed, if radial sublinearity fails, there exists
ϵ > 0 and a sequence of subsets Vi of this form with diam(Vi) → ∞
and diam(Vi) ≥ ϵd(a, Vi). But then (3.9) gives diam(Vi) = o(log(1 +
(1 + ϵ−1) diam(Vi))), contradicting diam(Vi) → ∞. □

Note that by Proposition 2.13(i) ⇒ (ii)) under the hypothesis of 2)
we can deduce that for every R > 0 there is a radially sublinear cover
V of Y with R-multiplicity at most asdimse(X) + 1.

3.1.2. Proof of Proposition 3.5. The proposition is an immediate con-
sequence of the following two lemmas.

Lemma 3.10. Let M be a metric space and let Z be a maximal 1-
separated subset of M . If, for every R > 0, Z admits a radially sub-
linear cover with R-multiplicity at most K, then M admits a radially
sublinear open cover U with (0-)multiplicity at most K.

Proof. Fix a radially sublinear cover U of Z with 1-multiplicity at most
K, so there is some z0 ∈ Z such that

lim
m→∞

1

m
max {diam(U) : U ∈ U , d(U, z0) ≤ m} = 0.

Define a cover V = {N◦
1 (U) : U ∈ U}, where N◦

1 (·) denotes the open
1-neighbourhood in M .

Since Z is a maximal 1-separated subset of M , it follows that V is
an open cover of M . We claim that it is also radially sublinear and has
multiplicity at most K.
Let U ∈ U . We have diam(N◦

1 (U)) ≤ diam(U) + 2. Therefore

max {diam(V ) : V ∈ V , V ∩BM(z0,m) ̸= ∅}
≤ max {diam(U) + 2 : U ∈ U , U ∩BZ(z0,m) ̸= ∅} .

Thus limm→∞
1
m
max {diam(V ) : V ∈ V , dM(V,m0) ≤ m} = 0, as re-

quired.
Secondly, we prove that V has multiplicity at most K. Let m ∈ M

and suppose thatm ∈ V1∩. . .∩Vl with Vi ∈ V distinct and Vi = N◦
1 (Ui)
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for Ui ∈ U . We have

dM(m,Ui) ≤ 1.

As U has 1-multiplicity at most K, we deduce that l ≤ K. □

Lemma 3.11. Let (N, d) be a metric space with the following three
properties:

• N is proper (closed balls are compact);
• N admits dilations;
• N admits a radially sublinear open cover U with multiplicity at
most K + 1.

Then the topological dimension of N is at most K.

Proof. Since N admits dilations, there is some λ ̸= 1 and a bijection
ψ : N → N such that dN(ψ(n), ψ(n

′)) = λdN(n, n
′) for all n, n′ ∈ N .

Replacing ψ by ψ−1 if necessary, we may assume that λ ∈ (0, 1).
Define Bk to be the closed ball of radius k in N . Let Bk be an

open cover of Bk. Since Bk is compact, there is some n ∈ N such that
for every x ∈ Bk, there is some Bx ∈ Bk such that Bk ∩ B(x, λn) is
contained in Bx.

Now, for each m ∈ N, we define a cover Vm of Bk as follows:

Vm = {ψm(U) ∩Bk : U ∈ U} .

Since U is radially sublinear, limm→∞maxV ∈Vm diamV = 0, so we
choose m = m(n) such that maxV ∈Vm diamV ≤ 1/n. It follows that
Vm is a refinement of Bk with multiplicity at most K + 1. Therefore,
the topological dimension of Bk is at most K. Via the countable union
theorem, we deduce that the topological dimension of N is at most
K. □

3.1.3. Proof of Proposition 3.6. We will construct separate embeddings
for symmetric spaces and products of trees, and combine them using
the following lemmas.

Lemma 3.12. For i = 1, . . . , k, let Ni, Xi be uniformly discrete metric
spaces, and let fi : Ni → Xi be coarse Lipschitz maps satisfying (3.8)
with respect to fixed points ai ∈ Ni and constants Ci.
Equip N =

∏
Ni and X =

∏
Xi with the ℓ1 product metrics, and set

a = (ai). Then the coarse Lipschitz map f =
⊕

fi : N → X satisfies
(3.8) with respect to a and some constant C.

Proof. As a product of coarse Lipschitz maps, f is coarse Lipschitz.
Let b = (bi) ∈ N with bi ∈ Ni, and set C = kmax{Ci}. Without loss
of generality, assume that dX1(f1(a1), f1(b1)) ≥ dXi

(fi(ai), fi(bi)) for all
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i. We have

dX(f(a), f(b)) =
k∑

i=1

dXi
(fi(ai), fi(bi)) ≤ kdX1(f1(a1), f1(b1))

≤ C log(1 + dN1(a1, b1)) + C

≤ C log(1 + dN(a, b)) + C. □

Lemma 3.13. Let N,X be metric spaces and let qN : N ′ → N and
qX : X → X ′ be (L,D)-quasi-isometric embeddings. Suppose f : N →
X is a coarse Lipschitz map which satisfies (3.8) with respect to C and
a ∈ N . Then for any a′ ∈ N ′ the map f ′ = qX ◦ f ◦ qN : N ′ → X ′

is a coarse Lipschitz map satisfying (3.8) with respect to a′ and some
constant C ′.

Proof. The composition of coarse Lipschitz maps is coarse Lipschitz.
For any b′ ∈ N ′ we have

dX′(f ′(a′), f ′(b′)) ≤ LdX
(
f(qN(a

′)), f(qN(b
′))
)
+D

≤ LC log
(
1 + dN(qN(a

′), qN(b
′))
)
+ LC +D

≤ LC log
(
1 + LdN ′(a′, b′) +D

)
+ LC +D

≤ LC log
(
1 + dN ′(a′, b′)

)
+ C ′,

for some suitable C ′, where the last step follows from log(1+ cx+d) ≤
log((1 + x)(1 + c+ d)) ≤ log(1 + x) + c+ d. □

Proposition 3.14. Let G be a connected semisimple real Lie group
with Iwasawa decomposition G = KAN and associated symmetric
space X = G/K. The following hold:

(1) N is a Carnot group;
(2) there is a constant C such that the natural map ι : N → X

satisfies dX(ι(a), ι(b)) ≤ C log(1+dN(a, b))+C for all a, b ∈ N ;
(3) if X has trivial compact factor, then corank(X) = dimtop(N).

Proof. The first assertion is classical (see [Fol75, p 172(e)] or [Hel01,
Theorem VI.3.4 and Theorem VI.5.1]). For the second assertion, by
Helgason [Hel01, Theorem VI.3.4] the Iwasawa decomposition KAN
satisfies that N is ‘instable’ in the sense of Guivarc’h [Gui80, Definition
A.8] in the solvable group AN , and so by Proposition A.5 and its
corollary in [Gui80] the embedding of N into AN satisfies the required
distortion bound; AN and X are both quasi-isometric to G. The last
assertion is an obvious consequence of the definition of corank. □

Lemma 3.15. Let T3 be the infinite 3-regular tree. There is a 3-regular
map W : Z → T3 so that (3.8) holds for W with a = 0 and some C.

Proof. The idea is that we compose depth-first searches of depth 1, 2,
3, and so on.
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Let Bk denote the rooted binary tree of depth k, and label the leaves
(degree 1 vertices) of Bk by elements of {0, 1}k and order these vertices
lexicographically as follows: 0k = l0 < 0k−11 = l1 < . . . < 1k = l2k−1.
We define a closed walk Wk on Bk starting at the base vertex which
is a concatenation of shortest paths o → l0 → l1 → . . . → l2k−1 → o.
Covering each edge exactly twice, this walk has length 4(2k − 1) and
meets each vertex of Bk at most 3 times.

Now take a graph with vertex set Z and edges vw when |v−w| = 1.
Now connect each vertex k by an edge to the root of a copy of B|k|, and
label this root vertex k′. The resulting graph is a subgraph of T3. Now
build a bi-infinite walk W : Z → T3 on this graph as a concatenation
of the following for each k ∈ Z: starting from k′ follow the walk W|k|
around the copy of B|k| whose root is k

′, then take the shortest path to
(k + 1)′. This bi-infinite walk also meets every vertex at most 3 times.

If W (b) lies in the part of the walk attached to k ∈ Z, since the walk
attached to k has depth 1+|k| we have dT3(W (a),W (b)) ≤ |k|+1+|k| =
2|k|+1. The case k = 0 for (3.8) is trivial with a = 0, C = 2. Assuming
k ̸= 0, the walk fromW (a) toW (b) has passed through a walk of depth
|k| − 1 attached to the vertex of Z one closer to 0 than k, which has
length 4(2|k|−1 − 1) + 2. Thus (3.8) holds for suitable C:

dT3(W (a),W (b)) ≤ 2|k|+ 1

≤ C log
(
1 + 4(2|k|−1 − 1)

)
≤ C log(1 + |b|). □

Proof of Proposition 3.6. Let X =
∏k

i=1Xi × (T3)
l where each Xi is

a symmetric space of non-compact type. Let Gi be the connected
semisimple Lie group associated to the symmetric space Xi, let KiAiNi

be the Iwasawa decomposition of Gi and let ιi : Ni → Xi be the
inclusion described in Proposition 3.14. Fix a maximal 1-separated
subset X ′ of X and a quasi-isometry q : X → X ′.

Let N be the Carnot group
∏d

i=1Ni × Rl. Fix quasi-isometries qi :
N ′

i → Ni where N
′
i is a maximal 1-net in Ni. Let N

′ be the ℓ1 product∏d
i=1N

′
i × Zl; this is a uniformly discrete metric space which is quasi-

isometric to N .
Define f =

⊕k
i=1 qi⊕id and g =

⊕k
i=1 ιi⊕

⊕l
j=1W whereW : Z → T3

is the map constructed in Lemma 3.15.
By Lemmas 3.12 and 3.13 the map r defined as the composition

N ′ =
k∏

i=1

N ′
i × Zl →f

k∏
i=1

Ni × Zl →g X →q X
′

is a coarse Lipschitz map satisfying (3.8). We now prove that it is
regular. Let x′ ∈ X ′. We have diam(q−1(x′)) ≤ D. As W is 3-regular,∣∣∣∣∣

l⊕
j=1

(W−1(q−1(x′) ∩ V Z))

∣∣∣∣∣ ≤ 3l(3D + 1)
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also, each ιi is a coarse embedding, so there is some D′ (independent
of x′) such that

diam

(
k⊕

i=1

ι−1
i (q−1(x′) ∩

k∏
i=1

Ni

)
≤ D′.

Hence diam(g−1(q−1(x′))) is contained in a uniformly bounded number
of balls of uniformly bounded diameter. As N ′ has bounded geometry
(so balls in N ′ of any fixed radius contain a uniformly bounded number
of points) and f is a quasi-isometry (being a direct sum of finitely
many quasi-isometries), we have a uniform upper bound on |r−1(x′)|,
as required. □

3.2. Hyperbolic rank. Consider the following ways to measure the
hyperbolic “size” of a space.

Definition 3.16. The (regular/coarse/quasi-isometric)-hyperbolic rank
of a metric spaceX (rankrh(X)/rankch(X)/rankqh(X) = rankh(X)) is the
maximal k such that there exists a bounded degree visual hyperbolic
graph Y whose boundary has topological dimension k which admits a
regular/coarse/quasi-isometric embedding into X.

For quasi-isometric embeddings, this notion was introduced by Gro-
mov (as a ‘corank’ [Gro93, §6.B′

2]), and developed by Buyalo–Schroeder
(with the variation that they required Y to be a CAT(−1) Hadamard
space [BS02]).

We recall that a hyperbolic metric space X is visual if there is a
point x0 ∈ X such that every y ∈ X is within a uniform distance of a
geodesic ray in X starting at x0. It is natural to require it of Y in the
definition of hyperbolic rank since we are interested in the boundary of
Y ; the two notions (with/without visual) are the same since one can
replace any non-visual bounded degree hyperbolic graph by the (convex
hull of) all geodesic rays from some basepoint, without changing the
boundary.

The following definition is useful to study the topological dimension
of the boundary of a hyperbolic group.

Definition 3.17 (Buyalo [Buy05, Proposition 3.2]). The capacity
dimension of a metric space Z is the infimum cdim(Z) of all integers
m with the following property: there exists a constant c > 0 such
that for all sufficiently small s > 0, Z has a cs-bounded covering with
s-multiplicity at most m+ 1.

(This notion is also called “linearly controlled metric dimension”, see
[BS07b, Chapter 11].) It is always the case that cdim(Z) ≥ dimtop(Z).

If G is a hyperbolic group then asdim(G) = cdim(∂G) + 1 [Buy05,
BL07]. We now show asdimse is bounded below by the capacity dimen-
sion of the boundary.
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Proposition 3.18. Let X be a visual hyperbolic bounded degree graph.
There is a uniformly discrete metric space N with asymptotic dimen-
sion at least cdim(∂∞X) and a map r : N → X satisfying (3.8) for all
a, b ∈ N . In particular, asdimse(X) ≥ cdim(∂∞X).

This has the following immediate consequence.

Corollary 3.19. Let X be a bounded degree graph. We have

asdimse(X) ≥ rankrh(X) ≥ rankch(X) ≥ rankqh(X).

Proof. The final two inequalities are obvious as quasi-isometries are
coarse embeddings, and coarse embeddings between bounded degree
graphs are regular maps. Suppose there is a regular map Y → X
where Y is a hyperbolic graph with bounded degree. By Proposition
3.18, asdimse(G) ≥ cdim(∂∞G). Since dimtop(Z) ≤ cdim(Z) for any
metric space Z, the result follows. □

Proof of Proposition 3.18. Step 1: Construction of N . Let Y ′ be the
hyperbolic cone of ∂∞X in the sense of Buyalo–Schroeder [BS07b, The-
orem 6.4.1] (cf. [BP03]). Since X is visual, Y ′ is quasi-isometric to
X (both being quasi-isometric to the hyperbolic cone in the sense of
Bonk–Schramm [BS00, Theorem 8.2]).
Let us briefly recall the construction of Y . Rescale ∂∞X so that

it has diameter 1/2, and denote this metric by ρ. For each k ∈ N,
let Xk be a maximal 6−k-separated set in ∂∞X. The vertex set of Y
is
⊔

k≥0Xk, with X0 = {o}. To each v ∈ Xk ⊂ Y we associate the

ball Bv := B(v, 2 · 6−k). Buyalo–Schroeder connect pairs of vertices
x, x′ ∈ Xk if B̄x∩ B̄x′ ̸= ∅, or if x ∈ Xk and x

′ ∈ Xk+1 and Bx′ ⊂ Bx, to
make a graph Y ′. We add potential additional edges between x, x′ ∈ Xk

if ρ(x, x′) ≤ 4 · 6−k to make a graph Y ; since such x, x′ have bounded
distance in Y ′, Y is quasi-isometric to Y ′ and hence X too, so it suffices
to find the map r : N → Y .
Define N = {(Nk, dk)}k∈N to be the metric family consisting of the

vertex sets of the full subgraphs Xk equipped with the shortest path
metric, and let r : N → Y be the standard inclusion.
Step 2: The map r satisfies (3.8) for all pairs of points. Given

x, x′ ∈ Nk, let γ : [0, k] → Y, γ′ : [0, k] → Y be geodesics from o to
x, x′ respectively. By the exponential divergence of geodesics [BH99,
III.H.1.26] there exists an exponentially growing function e : N → R so
that if for some t, dY (γ(k−t), γ′(k−t)) ≥ e(0), then any path joining x
to x′ in Nk must have length ≥ e(t). By thinness of geodesic triangles,
there exists C so that if dY (x, x

′) ≥ C we can find t ≥ 1
2
dY (x, x

′)− C
satisfying this condition, thus for suitable C ′,

dY (x, x
′) ≤ C ′ log(1 + e(t)) + C ′ ≤ C ′ log(1 + dk(x, x

′)) + C ′.

Step 3: asdim(N ) ≥ cdim(∂G). For each k select a partition{
Uk
x : x ∈ Xk

}
of ∂∞X so that B(x, 1

2
6−k) ⊆ Uk

x ⊆ B(x, 6−k).
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Fix a cover V of N with 1-multiplicity at most asdim(N ) + 1 where
each V ∈ V has diameter at most M . Now construct the cover Uk of
∂∞X consisting of the sets{ ⋃

x∈Nk∩V

Uk
x : V ∈ V

}
.

For any U ∈ Uk, we have

diamρ(U) ≤ (diamdk(Nk ∩ V ) + 1) · 4 · 6−k ≤ 4 · 6−k(M + 1).

Now let y ∈ ∂∞X with y ∈ Uk
x and suppose B(y, 6−k) intersects

Uk
x0
, . . . , Uk

xl
at y0, . . . , yl respectively. It follows that for each i

ρ(x, xi) ≤ ρ(x, y) + ρ(y, yi) + ρ(yi, xi) ≤ 3 · 6−k.

Hence dk(x, xi) ≤ 1. Since V has 1-multiplicity at most asdim(N ) +
1, {xi} intersects at most asdim(N ) + 1 of V . Hence, Uk has 6−k-
multiplicity at most asdim(N )+1. Thus, cdim(∂∞X) ≤ asdim(N ). □

3.3. Subexponential corank. Buyalo–Schroeder’s subexponential co-
rank of a metric space X is defined, roughly, as the minimal n such
that all metric spaces quasi-isometric to X have a continuous map to
a space of topological dimension n with subexponential fibres. Thus
in this section we will have to move away from bounded degree graphs
and uniformly discrete metric spaces. First we build suitable Lipschitz
maps.

Proposition 3.20. Let X be a metric space with bounded geometry and
has asdimse(X) ≤ n. Then there is a Lipschitz map p : X → T where
T is a simplicial complex of dimension at most n with the following
property:

For each x0 ∈ X, each maximal separated net Xδ ⊆ X with a suffi-
ciently large separation constant δ, each σ ≥ δ and every ϵ > 0 there
exists S0 = S0(Xδ, σ, ϵ) ≥ 1 such that for every S ≥ S0 and every t ∈ T
we have

(3.21)
1

S
log
∣∣Xδ ∩ [p−1(t)]σ ∩B(x0, S)

∣∣ ≤ ϵ.

Before proving this proposition, we derive the bound on corank. To-
gether with Corollary 3.19, the following corollary proves Theorem G.

Corollary 3.22. Let X be a metric space which is quasi-isometric to
a simplicial graph of bounded degree. Then asdimse(X) ≥ corankse(X).

Proof. We recall that corankse(X) ≤ n means that for any metric space
Y quasi-isometric to X there is a continuous map g : Y → T , with the
following properties

• every compact subset of T has topological dimension at most
n,



26 DAVID HUME, JOHN M. MACKAY, AND ROMAIN TESSERA

• for any maximal δ-separated net Yδ of Y (for sufficiently large δ),
for all σ ≥ δ, and all ε > 0, there is a constant S0 = S0(Yδ, σ, ε)
such that for all S ≥ S0 and all t ∈ T ,

(3.23)
1

S
log
∣∣Yδ ∩ [p−1(t)]σ ∩B(y0, S)

∣∣ ≤ ϵ.

for some fixed point y0 ∈ Y .

Now suppose asdimse(X) ≤ n, let Y be any metric space quasi-isometric
to X and apply Proposition 3.20 to Y . We obtain a Lipschitz map
g : Y → T where T is a simplicial complex of dimension at most n and
(3.24) holds. Since g is Lipschitz, it is continuous. Moreover, every
compact subset of T has topological dimension at most n and (3.23) is
exactly (3.24), so we deduce that corankse(X) ≤ n. □

We now return to justify the proposition.

Proof of Proposition 3.20. Fix a maximal 1-separated subset Z ⊆ X.
By Proposition 2.13, for every R > 0 there is a cover V ∈ Mse of Z

with (R+1)-multiplicity at most n+1. In particular, this means that
for every ε > 0 there is some S0 such that for all V ∈ V , any v0 ∈ V
and any S ≥ S0 we have

(3.24)
1

S
log |V ∩BZ(v0, S)| < ε.

Now define U =
{
N◦

R+1(V ) : V ∈ V
}
, where we recall that N◦

R+1(V )
is the open (R + 1)-neighbourhood of V .

Claim. It holds that U is a cover of X with Lebesgue number at least
R and multiplicity at most n+ 1.

Proof of Claim. Recall that the Lebesgue number of a cover U is

L(U) = inf {max {d(x,X \ U) : U ∈ U} : x ∈ X} .
Since any x ∈ X lies in N◦

1 (V ) for some V ∈ V ,
d(x,X \N◦

R+1(V )) ≥ R.

Therefore, L(U) ≥ R.
Suppose x0 lies in U1, . . . , Uk ∈ U where Ui = N◦

R+1(Vi) for some
distinct Vi ∈ V . It follows that dX(x0, Vi) ≤ R + 1. Since V has
(R + 1)-multiplicity at most n+ 1 we deduce that k ≤ n+ 1. Thus U
has multiplicity at most n+ 1. □

For each U ∈ U , define

ϕU(x) =
d(x,X \ U)∑

V ∈U d(x,X \ V )

Note that ϕU is supported on U ,
∑

V ∈U ϕV (x) = 1 and the image of ϕU

is in [0, 1]. Now define

p : X → ℓ2(U), given by p(x)(U) = ϕU(x).
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The image of p is contained in a natural realisation of the simplicial
complex with vertex set U and U1, . . . , Uk span a simplex if

⋂k
i=1 Ui ̸= ∅.

The dimension of this simplicial complex is one less than the multiplic-
ity of U .

A standard calculation shows that p is Lipschitz [BS07b, Lemma
9.2.2].

Finally, the pre-image of a point p−1(t) is contained in a union of
elements of U which contain a common point. We must therefore verify
that these unions satisfy (3.21). It suffices to prove this holds for each
U ∈ U since U has bounded multiplicity.

Let Xδ ⊂ X be a maximal δ-separated net and fix σ ≥ δ. Assume
δ > 2, so that any map q : Xδ → Z which maps each point in Xδ to
some closest point in Z is injective. Set U = N◦

R+1(V ) with V ∈ V .
Let x ∈ Xδ. If x ∈ [U ]σ, then q(x) is contained in [U ]σ+1 ⊆ [V ]σ+R+2.
Also, if x ∈ B(x0, S + σ), then q(x) ∈ B(q(x0), S + σ + 2). As q is
injective

sizeXδ,σ(U ∩B(x0, S)) := |{x ∈ Xδ : x ∈ [U ∩B(x0, S)]σ}|
≤ |Z ∩ [V ]sigma+R+2 ∩B(q(x0), S + σ + 2)|
≤M |BZ(q(x0), S + σ + 2) ∩ V |

where M is the maximal cardinality of a ball of radius (σ + R + 2) in
Z. Fix ε > 0. Choosing S0 large enough, for all S ≥ S0 we have

1

S
log sizeXδ,σ(U ∩B(x0, S))

≤ 1

S
logM |BZ(q(x0), S + σ + 2) ∩ V |

≤ 1

S
(log |BZ(q(x0), S + σ + 2) ∩ V |+ logM)

< ε. □

4. Upper bounds on asymptotic dimension with
subexponential fibres

The goal of this section is to prove upper bounds on asdimse for
products of real hyperbolic spaces and trees (completing the proof of
Theorem D) and for group extensions. As explained in the introduc-
tion, this is achieved by constructing an explicit family of covers of H2,
and then extending to Hd, for d ≥ 2 exploiting a certain quasi-isometric
embedding Hd → (H2)d−1, eventually leading to Theorem E.

4.1. Upper bounds for Theorem D. Our first goal is to construct
a special cover of H2, leading to the following special case of Theorem
E.

Proposition 4.1. The hyperbolic plane H2 satisfies asdimpoly(2)(H2) =
1.
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Proof. The lower bound is trivial; it remains to show the upper bound.
Let us work in the upper half plane model. In brief, the upper bound
is seen by considering the tiling of H2 partly shown in Figure 1: this
consists of two colours of tiles; the red A tiles grow linearly (as does
the blue tile containing B1), while the remaining blue B tiles, being
quasi-isometric to R with a ray attached at each integer point, grow
quadratically.

We now provide details. Let X be a maximal 1-separated subset of
H2. Fix r > 0. Define λk = sinh kr, for k = 0, . . . , 4. The Hausdorff
distance between the lines x = λky and x = λly is |k − l| r. Let S0

be the semicircle with boundary on the x-axis which has the line x =
y sinh(4r) as a tangent and (1, 0) and (x, 0) as the boundary points of
this semicircle with x > 1 chosen so that S0 does not cross x = λ4y.
The dilation of factor xn for n ∈ Z is a hyperbolic isometry mapping
S0 to a new semicircle Sn with boundary points (xn, 0) and (xn+1, 0).
Let S =

⋃
n∈Z Sn.

Let A be the subset of H2 whose boundary is the lines x = λ1y and
x = λ3y, let B1 be the subset of H2 whose boundary is the lines x = 0
and x = λ1y and let B2 be the subset of H2 whose boundary is S and
the line x = λ3y. Define B to be the union of B2 plus every translate
of B1 by an orientation-preserving isometry mapping the y-axis to a
semicircle in S. Note that A contains the r-neighbourhood of the line
x = λ2y and B contains the r-neighbourhood of S. See Figure 1.

A

B2

B1

C

x = λ1y x = λ3y

ψ(B1)

ψ(A)

Figure 1.

We now tesselate the right half-space of H2 by translates of A and B
as follows: take a semicircle S ′ contained in the boundary of a translate
of B2 and an isometry ψ of H2 which maps the right half-space to the
half-space bounded by S ′ and the y-axis, and add ψ(A) and ψ(B) to
the tesselation. We iterate this procedure to cover the right half-space.
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Let V0 be the union of all translates of A and V1 be the union of all
translates of B. To cover the left half-space we first reflect the picture
in the y-axis (using the isometry ϕ). Now define

W0 =
(
V0
)
∪ ϕ(V0),

W1 =
(
V1 \ {B1}

)
∪ ϕ

(
V1 \ {B1}

)
∪ {B1 ∪ ϕ(B1)}.

Finally, we define U i = {W ∩X : W ∈ W i} for i = 0, 1.
It remains to prove that A, B and B1∪ϕ(B1) have at most quadratic

growth. Since A and B1 ∪ ϕ(B1) is contained in the 3r-neighbourhood
of the geodesic x = 0, they are quasi-isometric to Z and have linear
growth. Now, B is contained in the r+4δ-neighbourhood of the union
of the geodesic x = 0 with the geodesics corresponding to upper right
quadrants of circles centred at (0, 0) of radius ck = xk for each k ∈
Z. The intersection points (0, xk) are log(x) apart in the hyperbolic
metric, so B is quasi-isometric to the comb C = Z × (N ∪ {0}) with
the metric dC((a1, b1), (a2, b2)) = |a1 − a2| + b1 + b2. Hence, B has
(exactly) quadratic growth. It follows that U is quasi-isometric to C
when U ∈ U0 and to Z when U ∈ U1 with quasi-isometry constants
which are independent of the choice of U . Thus U ∈ Mpoly(2). □

Corollary 4.2 (Upper bound (1.7) in Theorem D). Let X =
∏k

i=1Xi×
(T3)

ℓ where the Xi are real hyperbolic spaces, T3 is the infinite 3-regular
tree. Then

asdimpoly(X) ≤ corank(X) + ℓ.

Proof. For any d, there is a quasi-isometric embedding Hd → (H2)d−1

(see [BF98] and the proof of Theorem E below). By Proposition 2.12
and the trivial bound asdimpoly ≤ asdim we have

asdimpoly(X) ≤
k∑

i=1

asdimpoly(Xi) +
ℓ∑

j=1

asdimpoly(T3)

≤
k∑

i=1

(dimXi − 1) asdimpoly(H2) +
ℓ∑

j=1

asdim(T3)

=
k∑

i=1

(dimXi − 1) +
ℓ∑

j=1

asdim(T3)

= corank(X) + ℓ. □

4.2. A tighter bound on the growth of covers of Hk. Since we
have asdim(Hk) = k but asdimse(Hk) = k−1 it is interesting to consider
asdimpoly(d)(Hk) for different d to see when the value drops down. It is
fairly straightforward to show that asdimpoly(1)(H2) = 2. For general
k, using a quasi-isometric embedding of Hk → (H2)k−1 and näıvely
applying the product formula (Proposition 2.12) to Proposition 4.1 we
can deduce that asdimpoly(2(k−1))(Hk) ≤ k − 1, but with more care we
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actually obtain the upper bound asdimpoly(k)(Hk) ≤ k−1 from Theorem
E.

We begin with a definition.

Definition 4.3. Given D > 0, a D-comb in H2 is a union γ ∪
⋃

i∈Z γi,
where γ : R → H2 is a geodesic line and each γi is the intersection
of the geodesic line which intersects γ orthogonally at the point γ(iD)
with the closure of a half-space h of H2 \ γ chosen independently of i.

As we would like to apply our results specifically to the cover con-
structed in Proposition 4.1 we additionally assume in this section that
(in the upper half-space model) all of the γi converge to boundary
points on the x-axis.

Lemma 4.4. Whenever C is a D-comb and C0 is a connected compo-
nent of C ∩ R× (0, exp(a)], for all c ∈ R we have

|C0 ∩ (R× {exp(c)})| ≤ 3 +
2 log 2

D
+

2(a0 − c)

D

where a0 = sup {b ≤ a : C0 ∩ R× {exp(b)} ≠ ∅}.

Proof. If γ is a translate of the y-axis then this is obvious since the
number of γi ⊂ C0 which R× {exp(c)} can intersect grows linearly in
(a0 − c) at rate 1/D, so assume that the boundary of γ lies on the
x-axis.

If necessary, translate C so that the point on C with maximal y-
coordinate lies on the y-axis.

Note that, for each b, γ intersects R × {exp(b)} at most twice and
each γi intersects R × {exp(b)} at most once. Moreover, if γi and γj
both intersect R× {exp(b)} once, then so does γk for all i ≤ k ≤ j.

We have |C0 ∩ (R× exp(a0))| = 1. Denote this point by γ(r). Up to
reflecting in the y-axis, we may assume that γ(r) = (R cos(θ), R sin(θ))
where θ ∈ [0, π/2). Moreover, γ(r + s) = (R cos(θ + θs), R sin(θ + θs))
where cos(θs)

−1 = cosh(s). If γi ∩ R × {exp(c)} ≠ ∅, then the y-
coordinate of γ(iD) is at least exp(c). Set s = |iD − r|, we have

(4.5)
R cos(θ + θs)

R cos(θ)
≥ exp(c)

exp(a0)
= exp(c− a0)

Rearranging, we see that

1

cosh(s)
= cos(θs) ≥ cos(θs)− tan(θ) sin(θs) ≥

exp(c)

exp(a0)
= exp(c− a0)

so |iD − r| ≤ a0 − c + log(2). Thus, C0 ∩ (R × {exp(c)}) contains
at most 2 points from γ and at most one point from each γi with
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|iD − r| ≤ a0 − c+ log 2. Thus

|C0 ∩ (R× {exp(c)})| ≤ 2 + 2
(a0 − c+ log 2)

D
+ 1

≤ 3 +
2 log 2

D
+

2(a0 − c)

D
. □

Proof of Theorem E. We will continue to work with upper half-space
models. For each k ≥ 2, the map αk : Hk → (H2)k−1 given by

αk(x1, . . . , xk−1; y) = ((x1; y), . . . , (xk−1; y))

is a quasi-isometric embedding [BF98, Proposition 4.1].
By the proofs of Propositions 2.12 and 4.1, for every r > 0, there is

a decomposition (H2)k−1 (r,k−1)−→ {Uj} where each Uj is contained in a

set of the form C =
∏k−1

i=1 Ci and each Ci ⊆ H2 is either B1 ∪ ϕ(B1) or
the image of A or B under an isometry of H2. We claim that α−1

k (C)
has polynomial growth of degree at most k uniformly.
Note that since B1∪ϕ(B1) and each isometric copy of A is contained

in a bounded neighbourhood of an isometric copy of B, it suffices to
assume that each Ci = ψi(B).
Let x = (x1, . . . , xk−1; y) ∈ Hk. The ball of radius r around x is

contained in Rk−1 × [y exp(−r), y exp(r)]. Each Ci is a uniform neigh-
bourhood of aD-comb C ′

i for some fixedD. Let C ′
i be a connected com-

ponent of Ci ∩ R× [y exp(−r), y exp(r)] and define C ′ =
∏k−1

i=1 C
′
i. We

can bound the volume of a bounded neighbourhood of α−1
k (C ′)∩B(x, r)

α−1
k (C) (up to uniform multiplicative error) by the number of points

in

Sr = α−1
k (C ′) ∩

r⋃
j=−r

Rk−1 × {y exp(jr)}.

Applying Lemma 4.4, we see that

|Sr| ≤
r∑

j=−r

(
3 +

2 log 2

D
+

2(r − j)

D

)k−1

≤
(

2

D

)k−1 2r∑
l=0

(l +K ′)k−1

for some constant K ′ = K ′(D). Therefore |Sr| ≤ Pk(r) where Pk is
a polynomial of degree k. We use the same method as in the proof
of Proposition 4.1 to pass the same result to a maximal 1-separated
subset of Hk. □

5. Uniform asymptotic dimension with subexponential
fibres

The goal of this section is the following:

Theorem F For every d ∈ N, asdimpoly(d)(H2) = 2.
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This implies Theorem A since for any Y of polynomial growth, for
d large enough asdimpoly(d)(T3 × Y ) ≤ 1, thus there does not exist a
regular map H2 → T3 × Y .

Before commencing the proof, we remark that the cover constructed
in the proof of Theorem E demonstrates that asdimpoly(H2) = 1.
Therefore, Theorem F is sharp. This is because when one takes a
D-comb in the cover and inductively adds its neighbours finitely many
times, one still has a set of polynomial growth (of higher degree).

There are three major steps to the proof of Theorem F, and their
proofs are independent. The main idea is that any 2-coloured cover of
H2 must in some sense look like that constructed in Section 4. First, we
note that coarsely connected, subexponentially growing subsets of H2

are quasi-convex quasi-trees. Second, we show that any two-coloured
partition of H2 can be refined to give another two-coloured partition
so that all sets in the partition are quasi-convex quasi-trees with at
least 2 boundary points. Third, we find lower bounds on growth of
neighbourhoods of subsets of this cover.

Step 1: Coarsely connected subsets of hyperbolic spaces with
subexponential growth are quasi-convex quasi-trees.
This essentially follows from [BS07a, Proposition 2.8]; we include a

proof for completeness.

Lemma 5.1. Suppose U ⊆ Hd is r-connected and has subexponential
growth. Then U is a quasi-convex quasi-tree. Specifically, there is some
s = s(r) such that for every sequence x = x0, x1, . . . , xm = y in U with
d(xi, xi+1) ≤ r for all 0 ≤ i < m, and every point p lying on the
geodesic [x, y] then some xi is within distance s of p.

Proof. We will work in the Poincaré ball model of Hd.
Let x = x0, . . . , xm = y be a sequence in U with d(xi, xi+1) ≤ r for

each i. (As U is r-connected, such sequences exist for any x, y ∈ U .)
Suppose that there is a point p ∈ [x, y] such that d(xi, p) > s for every
i, where s will be chosen later.

Build a continuous path γ from x to y by concatenating geodesics
[xi, xi+1]. We automatically have d(γ, p) ≥ s − r/2. For each l ≥ 1
define γl = γ ∩ (B(p, (l + 1)s/4) \B(p, ls/4).

Define a function F : Hd \ {p} → [0, π] where F (z) is the angle
between the geodesics [x, p] and [z, p].
Let ml be the Lebesgue measure of the (possibly empty) union of

closed intervals F (γl).

Claim. For each k > 1 we have length(γ∩B(p, ks/4)) ≥
∑k−1

l=1
ml

4
els/4,

assuming s ≥ 4.

Proof of Claim. Fix a point o ∈ H2 and a geodesic ray ℓ in H2 starting
at o. Define the map π : Hd → H2 which maps each point z ∈ Hd
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to the unique point y ∈ H2 such that d(p, z) = d(o, y) and the angle
between ℓ and [o, y] measured clockwise is F (z).

Next for a fixed l consider the straight line retraction πl : H2 →
B(o, ls/4). The maps π and πl are 1-Lipschitz so do not increase arc-
length.

Let γ′ be a connected component of γl with F (γ′) = [a, b]. Now,
πl ◦ π(γ′) is an arc of radius ls/4 and angle b − a centred at o. Hence
length(γ′) ≥ length(πl ◦ π(γ′)) = (b − a) sinh(ls/4) ≥ b−a

4
els/4, as

l, s/4 ≥ 1. □

For some l ≥ 1, ml ≥ 2−l, since
⋃

l≥1 F (γl) = F (γ) = [0, π]. Hence
by the claim, for this l,

length(γ ∩B(p, (l + 1)s/4)) ≥ 2−l−2els/4.

It follows that U ∩ B(p, (l + 1)s/4 + r/2) contains at least 1
r
2−l−2els/4

elements of {xi}. Thus, assuming s is large enough, we have

(5.2) |U ∩B(p, (l + 3)s/4)| ≥ 1

s
2−l−2els/4 ≥ exp(1/8)(l+3)s/4.

As U has subexponential growth and l ≥ 1, (5.2) fails for all large
enough s, which completes the proof. □

Remark 5.3. Using the Bonk–Schramm embedding theorem, the above
result can be generalised to any hyperbolic space with bounded growth
at some scale (cf. [BS00, Theorem 1.1]).

Step 2: Refining covers. We begin with a key observation that
allows us the flexibility to change covers while maintaining control over
the sets Nm

s (V ) (recall Notation 2.2).

Lemma 5.4. Let U ,V be covers of a metric space X. If there is some
constant D such that, for every V ∈ V, there is some UV ∈ U such that
V ⊆ ND

D (UV ), then for every m, s there exist m′, s′ such that

Nm
s (V ) ⊆ Nm′

s′ (UV ).

Proof. We recall the definition of Nm
s (V ) for V ∈ V : we have N0

s (V ) =
V and for m ≥ 1, Nm

s (V ) is the union of all sets in V which intersect
the closed s-neighbourhood of Nm−1

s (V ). It follows from the definitions
that for any U,U ′ ∈ U and any a, b, c, d, if Na

b (U) and N
c
d(U

′) intersect,
then N c

d(U
′) ⊂ Na+2c+1

max{b,d}(U).

Let s′ = max{s,D}. We show that by induction on m, for any

m, Nm
s (V ) ⊆ N

D+(2D+1)m
s′ (UV ). The case m = 0 is given. Assume the

claim is true for m−1. If V ′ ∈ V intersects the closed s-neighbourhood

of Nm−1
s (V ) then by induction N

D+(2D+1)(m−1)
s′ (UV ) and ND

D (UV ′) in-
tersect. Hence

V ′ ⊂ ND
D (UV ′) ⊂ N

D+(2D+1)m
s′ (UV )

and the claim follows. □
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Fix a regular tesselation X2 of H2, which we consider as a 2-complex
equipped with a metric dH which is some multiple of the metric on H2

chosen such that dH(C,C
′) ≥ 1 for all pairs of disjoint closed cells in

X (0-, 1- or 2-dimensional).
Denote the 1-skeleton of X2 by X and the shortest path metric on

X by dX . Choose M so that diamH2(C) ≤M and diamX ∂C ≤M for
every closed 2-cell C in X2, where ∂C ⊂ X denotes the boundary C.
Fix some r > 10M .
The main goal of Step 2 is to show that any cover ofH2 of multiplicity

2 by quasi-convex quasi-trees can be ‘tamed’ by e.g. discarding sets in
the cover entirely enclosed by other sets. More precisely:

Proposition 5.5. Let X
(r,1)−→ U be a decomposition of X by K-quasi-

convex K-quasi-trees. There exist constants K ′, D and another decom-

position X
(r,1)−→ V of X by K ′-quasi-convex K ′-quasi-trees with at least

two boundary points, such that for every V ∈ V there exists UV ∈ U
with V ⊆ ND

D (UV ).

We let P = P0 ⊔P1 be a partition of V X such that (with respect
to the shortest path metric on X) elements of each Pi are r-connected
K-quasi-convex K-quasi-trees, and any two distinct subsets of Pi are
at distance at least r + 1. We will refer to elements of Pi as “pieces”
of “colour” i.
Refinement 1:

Let P ∈ P0 and denote by Pr a subset of X obtained by adding
geodesics connecting every pair of vertices in P at X-distance at most
r. Then define P r to be the sub-complex of X2 obtained from Pr by
adding every closed 2-cell whose vertex set is in P .
Define Q0 =

{
P r : P ∈ P0

}
and set Q1 to be the collection of con-

nected components of X2 \
⋃

Q∈Q0
Q. Observe that the 1-skeletons of

pieces of Q0 are connected subgraphs of the 1-skeleton of X, while for
every piece Q of Q1, the topological closure of Q in H2, Q, is the union
of some closed 2-cells of X2 such that at least one vertex in the bound-
ary of each is inP1. Since dX(P, P

′) ≥ r+1 for any distinct P, P ′ ∈ P0,
we have dX(Pr, P

′
r) ≥ 1. Therefore, by assumption, dH(Pr, P

′
r) ≥ 1.

Lemma 5.6. For every piece Q of Q1, there exists a unique piece P
of P1 such that

Q ∩ P ̸= ∅.
Moreover, Q is contained in the 2M-neighbourhood of P (for the metric
on H2), where M is the diameter of a 2-cell of X.

Proof. Since P0⊔P1 is a partition of V X, the existence of P is obvious.
Suppose towards a contradiction that Q contains two vertices x and y
from two different pieces P, P ′ of P1. Since Q is connected, there exists
a sequence of 2-cells C1, . . . , Cm of Q such that two consecutive cells
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have non-trivial intersection, x ∈ C1, and y ∈ Cm. By assumption
dX(P, P

′) ≥ r + 1 which is at least 10 times the dX-diameter of a 2-
cell. Let Cj be the first cell which contains no vertices in P . Since
diam(Ci) ≤ r/10 and dX(Ci, P ) ≤ r/10, no vertex of Ci is contained in
any piece in P1. Therefore, by construction, Ci is contained in some
piece in Q0 which is a contradiction.

The same argument shows that any closed 2-cell in Q contains a
vertex in P . Hence Q is contained in the M -neighbourhood of P . □

It follows from Lemma 5.6 that every piece of Q is contained in a
(uniformly) bounded neighbourhood of a piece of P. Hence, increasing
K if necessary, pieces of Q are connected K-quasi-convex K-quasi-
trees.

Lemma 5.7. Let P be a closed connected sub-complex of X2 and let
R be a connected component of H2 \P . If ∂∞R ⊆ ∂∞H2 has empty in-
terior, then |∂∞R| ≤ 1 and R is contained in the union of all geodesics
in H2 with both endpoints in P .

Proof. Note that ∂R ⊂ H2 is contained in P . Take x ∈ R. There is at
most one geodesic ray from x entirely contained in R, for if there were
two distinct such rays α, β then by the Jordan curve theorem P would
lie entirely on one side of α ∪ β, hence ∂∞R would contain a segment
connecting α(∞) and β(∞), contradiction.

So if we take two different bi-infinite geodesics γ1, γ2 through x, then
for at least one of them, say γ1, both γ1((−∞, 0)) and γ1((0,∞)) in-
tersect ∂R, hence both intersect P . □

Since our pieces are K-quasi-convex and H2 is hyperbolic, the union
of all geodesics with endpoints in P is contained in a uniformly bounded
neighbourhood of P by the Morse Lemma.

We introduce an order between pieces in Q as follows: Q1 < Q2 if
Q1 is contained in a connected component R of the complement of Q2

such that ∂∞R has empty interior. We say a piece Q1 is dominated
if there exists a piece Q2 such that Q1 < Q2.

Lemma 5.8. A piece is dominated if and only if it has at most one
boundary point.

Proof. If Q1 is dominated by Q2, with Q1 ⊂ R and ∂∞Q1 ⊆ ∂∞R,
then by Lemma 5.7 |∂∞Q1| ≤ 1. Conversely, if a piece has at most
one boundary point, then by the Jordan curve theorem, there exists
a unique domain in its complement whose boundary has non-empty
interior, and a unique pieceQ2 that contains the frontier of this domain.
It follows that Q1 < Q2. □

Lemma 5.9. Any ordered sequence Q1 < Q2 . . . < Qn has length ≤
L = OK(1).
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Proof. Since Qi and Qi+2 are disjoint, they are at distance at least
1. Hence the closed 1-neighbourhood of Qi must be contained in the
component of the complement of Qi+2 that contains Qi+1. By an imme-
diate induction, this yields the existence of a ball of radius n/2, which
is contained in a component of the complement of Qn that contains
Q1. By Lemma 5.7, this ball is contained in the union of all geodesics
with both endpoints in P1. Call this union P 1. Since P 1 is itself an
O(K)-quasi-convex O(K)-quasi-tree, every metric ball it contains has
radius at most O(K). Hence n = O(K), as required. □

Refinement 2: Removing dominated pieces.
Given a piece Q, its filling Q̂ is the union of Q with all the com-

ponents of its complement whose boundary have empty interior, or
equivalently, all the pieces it dominates. By Lemma 5.7, Q̂ is con-
tained in the union of all geodesics with endpoints in Q, hence it is
contained within a bounded neighbourhood of Q (where the bound de-
pends only on K). For every i = 0, 1, we let Q′

i be the set of pieces of

Qi with at least 2 boundary points. We let Ri be the set of Q̂, where
Q ∈ Q′

i. This yields a new 2-coloured partition of H2.

Lemma 5.10. The partition R is made of sets which are connected
OK(1)-quasi-convex OK(1)-quasi-trees with at least 2 boundary points.
Moreover, two distinct pieces of the same colour are at distance at least
1.

Proof. By Lemma 5.7, each Q̂ is a OK(1)-quasi-convex OK(1)-quasi-

tree. Note that two pieces of same colour are of the form Q̂1 and
Q̂2, where Q1 and Q2 are two pieces from the same Q′

i. Observe that
Q1 separates its dominated pieces from Q2 and its dominated pieces.
Hence the distance between Q̂1 to Q̂2 is at least the distance between
Q1 to Q2, and therefore at least 1. □

Step 3: Lower bounds on growth. We shall need the following
definition.

Definition 5.11. The comb Cd of step d is a simplicial tree defined
as follows. For d = 1, it consists of a copy of the real line (seen as
Cayley graph of Z); C2 is obtained from C1 by attaching a half-line to
each vertex of C1: these are the hairs of C2, whose roots are their
attaching points. The embedded copy of C1 will be called the base of
C2. For d ≥ 3, we define Cd inductively by attaching half-lines to all
vertices of hairs of Cd−1 except at their roots: these are the hairs of Cd

(whose roots are their attaching points).

By construction, combs come with natural inclusion maps Cd−1 ⊂
Cd. It is straightforward to see that a comb Cd has growth poly(d).
We shall need a general classical result of hyperbolic geometry.
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Proposition 5.12. Let Y ⊂ H2 be a K-quasi-convex subset. There
exists n1 = n1(K) such that for all L > 0, there exists n2 = n2(K,L)
such that the following holds: for any two points x, y ∈ Y such that
d(x, y) ≥ n2, if Zx and Zy are two K-quasi-convex subsets such that
d(Y, Zx ∪ Zy) ≥ n1, max{d(Zx, x), d(Zy, y)} ≤ L, then Zx and Zy are
contained in distance 1 apart half-spaces whose closures are disjoint in
H2.

Lemma 5.13. Let R = R1 ∪R2 be a 2-coloured partition of H2 where
each piece is a connected K-quasi-convex K-quasi-tree with at least 2
boundary points. There exists M =M(K), C = C(K) so that for every
d ≥ 1, for every piece T0 ∈ R, there is a C-bi-Lipschitz embedding
Cd → Nd

M(T0). In particular, Gr(Nd
M(T0)) ≳ nd.

Proof. We proceed by induction on d. The case d = 1 follows from the
fact that T0 is two-ended. Clearly in order to prove the lemma, it is
enough to extend a bi-Lipschitz embedding of the (d− 1)-comb to the
d-comb. This amounts to showing that given a bi-Lipschitz embedded
copy of R contained in Nd−1

M (T0), and a half-space A delimited by it,
we can grow a bi-Lipschitz 2-comb contained in Nd

OK(1)(T0) whose base
is γ, and whose hairs are in A. Now for every n1 > 0, since the union
of pieces that intersect the n1-neighbourhood of γ in A is a On1,K(1)-
quasi-tree, one can find a point at distance On1,K(1) from every point
x of γ which lies outside these pieces. Hence there exists a piece Tx
that passes at distance ≤ L = L(n1, K) from x but at distance at least
n1 from it.
Now take a discretization of γ whose points are sufficiently far apart–

say at distance at least n2. We can now apply Proposition 5.12 with
Y = γ: if n1 is large enough, and n2 is large enough depending on L,
then for any two of these points x and y, their corresponding pieces Tx
and Ty must be contained in distance 1 apart half-spaces Ax and Ay

contained in A delimited by quasi-geodesics γx and γy whose closures

in H2 are disjoint.
In order to extend the embedding of γ to the 2-comb, we simply pick

for every point x of our discretization, an infinite (K,K)-quasi-geodesic
λx contained in Ax, issued from a point at distance at most L from x.
The union of γ and the λx’s form a Lipschitz embedded copy of C2, and
since for all x ̸= y, λx and λy belong to distance 1 apart half-spaces

with disjoint closures in H2, the embedding is quasi-isometric. □

Conclusion of proof.

Proof of Theorem F. Suppose asdimpoly(d)(H2) ≤ 1. Then for any suf-

ficiently large R, there exists a decomposition X
(R,1)−→ U of X with

U = {Uij} such that for any s > 0,m ≥ 0, {Nm
s (Uij)) | Uij ∈ U} ∈

poly(d). Following Step 2 above, U can be modified into a two coloured
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partition R of H2, so that for any Q̂ ∈ R there exists P ∈ U with
Q̂ ⊂ NO(1)(N

D
D (P )). By Step 3, this contradicts our assumption for

m, s large enough. □

5.1. Obstructing quasi-isometric embeddings. A short modifica-
tion of the proof above allows us to rule out quasi-isometric embeddings
H2 → T3 × Y for Y with subexponential growth.

Proof of Theorem B. Suppose we have a quasi-isometric embeddingH2 →
T3 × Y , for Y of subexponential growth, and hence a quasi-isometric
embedding f : X → T3 × Y for X the approximating space for H2 as
above. Let π : T3 × Y → T3 be the projection onto the tree, which has
asymptotic dimension 1. For any R, by pulling back a cover of T3 un-
der f−1 ◦ π−1, one can find an R-separated cover of X by R-connected
subsets which have uniform subexponential growth.

The proof of Theorem F proceeds as above to build embedded combs
Cn in H2. These satisfy:

• ∪nCn is an increasing union of C-bi-Lipschitz embedded combs
of step n (hence of growth rn+1);

• there exists a constant D such that f maps Cn to B(o,Dn)×Y .

Let x be a based vertex in T0 ⊂ H2. Note that there are at least 2n

branches going out of the ball B(x,Cn) in Cn (that is: at scale n, Cn

looks like the T3). Moreover these branches diverge linearly: for all
k ≥ 2, in the complement of B(x, kCn), any two of these branches are
at distance at least (k − 1)n/C.

We pick y1, . . . , y2n , each in one such branch, in the ball of radius
B(x, kCn), such that these points are pairwise at distance (k− 1)n/C.
Hence, if k is large enough, only depending on the quasi-isometric con-
stants of f , the points f(yi) are pairwise at distance at least 3Dn.
Recall that f(yi) are contained in B(o,Dn) × Y . So we deduce that
their projections to Y are pairwise distinct. This gives 2n distinct
points in a ball of radius O(n) in Y : contradiction. □
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