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## Abstract

We propose some numerical tests for identifying $L$-functions of automorphic representations of GL $(r)$ over a number field. We then apply the tests to various conjectured automorphic $L$-functions, providing evidence for their modularity and the associated Riemann hypotheses. Our chief examples are the Hasse-Weil $L$-functions attached to curves of genus 2 over $\mathbb{Q}$ and to elliptic curves over $\mathbb{Q}(\sqrt{-1})$. We discuss also three miscellaneous applications. The first two include the $L$-functions of high symmetric powers of Ramanujan's $\Delta$ and the modular form in $S_{2}\left(\Gamma_{0}(11)\right)$. The third application is an even 2-dimensional icosahedral Galois representation over $\mathbb{Q}$, which conjecturally corresponds to a Maass form of eigenvalue $\frac{1}{4}$. While there is currently no known method for proving modularity in this case, we prove a converse theorem that shows that analytic continuation and functional equation of one twisted $L$-function is sufficient.
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## Chapter 1

## Introduction

In 1955, at the International Symposium on Algebraic Number Theory in Tokyo, Yutaka Taniyama hinted at a link between the coefficients of certain Hasse-Weil zeta functions of elliptic curves and the Fourier coefficients of certain modular forms. That there could be such a connection between such broadly separated areas of mathematics seemed dubious; but over time and after much work by Shimura [46] and a paper of Weil [54] making the link more plausible, it became known as the Taniyama-Shimura conjecture. Now, more than forty years later, it is the celebrated

Theorem (Wiles, Taylor, Breuil, Conrad, Diamond). Let $E$ be an elliptic curve defined over $\mathbb{Q}$ of conductor $N_{E}$, and put $\lambda_{E}(p)=\frac{p+1-\# E\left(\mathbb{F}_{p}\right)}{\sqrt{p}}$. Then

$$
L(s, E)=\prod_{p \nmid N_{E}} \frac{1}{1-\lambda_{E}(p) p^{-s}+p^{-2 s}} \cdot \prod_{p \mid N_{E}} \frac{1}{1-\lambda_{E}(p) p^{-s}}=L(s, f),
$$

for some $f \in S_{2}\left(\Gamma_{0}\left(N_{E}\right)\right)$.
(Here and throughout we use the analyst's normalization of $L$-functions, so that the functional equation relates $s$ to $1-s$.) Expectations have since been vastly broadened, with the zeta functions of algebraic varieties conjecturally related to automorphic representations of reductive groups. Despite the recent success resolving

Taniyama-Shimura, much more remains conjecture than is known.
In this thesis we propose some numerical tests for identifying $L$-functions of automorphic representations of $\mathrm{GL}(r)$ over a number field $K$. We then apply the tests to various conjectured automorphic $L$-functions, providing evidence for their modularity and associated Riemann hypotheses. While it is pure speculation to say so, if the computing technology of today had been available in 1955 , it is possible that with these experiments mathematicians of the day might have been more ready to accept Taniyama-Shimura. It is our hope that the techniques developed here, more than the actual examples, will continue to be of use in providing evidence for related conjectures. Therefore, our emphasis will be on tests that are easy to perform and work in the greatest possible generality.

Our chief examples, for which we carry out all details, are the $L$-functions attached to curves of genus 2 over $\mathbb{Q}$ and to elliptic curves over $\mathbb{Q}(\sqrt{-1})$. In the final chapter we also consider some conjectural cases of Langlands' functoriality, including $L$-functions of high symmetric powers of forms on GL(2), and that of an even icosahedral Galois representation. First, we recall some properties of the objects of interest.

### 1.1 Automorphic $L$-functions

Let $K$ be a number field, $\mathbb{A}_{K}$ its ring of adeles, and $\pi$ an automorphic representation of $\mathrm{GL}_{r}\left(\mathbb{A}_{K}\right)$. Associated to $\pi$ is an $L$-function given by an Euler product (over primes $\mathfrak{p}$ of $K$ ),

$$
\begin{equation*}
L(s, \pi)=\prod_{\mathfrak{p} \notin S} \prod_{i=1}^{r} \frac{1}{1-\alpha_{\pi}^{(i)}(\mathfrak{p})\left(N_{K / \mathbb{Q}} \mathfrak{p}\right)^{-s}} \cdot \prod_{\mathfrak{p} \in S} L_{\mathfrak{p}}(s, \pi) . \tag{1.1}
\end{equation*}
$$

Here $S$ is a finite set of primes. In words, for $\mathfrak{p} \notin S$, the local factor at $\mathfrak{p}$ is the reciprocal of a polynomial of degree $r$ in $\left(N_{K / \mathbb{Q}} \mathfrak{p}\right)^{-s}$, with reciprocal roots $\alpha_{\pi}^{(i)}(\mathfrak{p}) \in \mathbb{C}$ called the Satake parameters of $\pi$. The product of these terms alone (or over any set of all but finitely many primes, including those in $S$ ) is called a partial L-function,
denoted $L_{S}(s, \pi)$. For $\mathfrak{p} \in S$, the local factors $L_{\mathfrak{p}}(s, \pi)$ are again given by the reciprocal of a polynomial, but with degree less than $r$.

It is known that the product in (1.1) converges for $\Re s$ sufficiently large. Furthermore, $\pi$ has a complete $L$-function of the form

$$
\begin{equation*}
\Lambda(s, \pi)=L(s, \pi) \gamma(s, \pi)=L(s, \pi) \prod_{i=1}^{r[K: \mathbb{Q}]} \Gamma_{\mathbb{R}}\left(s+\mu_{\pi}^{(i)}\right) \tag{1.2}
\end{equation*}
$$

where $\Gamma_{\mathbb{R}}(s)=\pi^{-s / 2} \Gamma(s / 2)$, and the $\mu_{\pi}^{(i)}$ are numbers associated with $\pi$, called archimedean parameters. (One may think of the terms of the product in (1.2) as local factors corresponding to the archimedean places of $K$.) The complete $L$-function then has meromorphic continuation to the complex plane, with at most finitely many poles that are well understood, and satisfies a functional equation relating $\pi$ to the contragredient representation $\widetilde{\pi}$ :

$$
\begin{equation*}
\Lambda(s, \pi)=\epsilon_{\pi} N_{\pi}^{1 / 2-s} \Lambda(1-s, \widetilde{\pi}) \tag{1.3}
\end{equation*}
$$

where $\epsilon_{\pi}$ is a complex number of magnitude 1 , and $N_{\pi}$ is a positive integer called the conductor of $\pi$.

## 1.2 $L$-functions associated to projective curves

Now let $C$ be a projective curve of genus $g$ defined over $K$ which is non-singular over the algebraic closure $\bar{K}$. For each prime $\mathfrak{p}$ of $K$, one may consider the reduction $C_{\mathfrak{p}}$ of $C$ modulo $\mathfrak{p}$. This is a curve whose defining equations have coefficients in the finite field $k_{\mathfrak{p}}=\mathcal{O}_{K} / \mathfrak{p}$. Furthermore, there is a non-zero ideal $\mathfrak{f}_{C}$ called the conductor of $C$ such that for all $\mathfrak{p}$ not dividing $\mathfrak{f}_{C}$ (i.e. for all but finitely many primes), $C_{\mathfrak{p}}$ is non-singular over all finite extensions of $k_{\mathfrak{p}}$.

Then, one associates to $C_{\mathfrak{p}}$ the zeta function

$$
\begin{equation*}
Z_{C_{\mathfrak{p}}}(t)=\exp \left(\sum_{k=1}^{\infty} \frac{N_{k} t^{k}}{k}\right) \tag{1.4}
\end{equation*}
$$

where $N_{k}$ is the number of points of $C_{\mathfrak{p}}$ over an extension of degree $k$ of $k_{\mathfrak{p}}$. It is known that this function is rational in $t$, of the form

$$
\begin{equation*}
Z_{C_{\mathfrak{p}}}(t)=\frac{P_{C_{\mathfrak{p}}}(t)}{(1-t)(1-q t)}, \tag{1.5}
\end{equation*}
$$

where $q=N_{K / \mathbb{Q}} \mathfrak{p}$. Moreover the polynomial $P_{C_{\mathfrak{p}}}(t)$ has integer coefficients, and satisfies

1. $\operatorname{deg} P_{C_{\mathfrak{p}}}=2 g$.
2. $P_{C_{\mathfrak{p}}}$ factors over $\mathbb{C}$ as $P_{C_{\mathfrak{p}}}(t)=\left(1-a_{1} t\right) \cdots\left(1-a_{2 g} t\right)$.
3. The map $a \mapsto q / a$ is a bijection of the reciprocal roots $a_{1}, \ldots, a_{2 g}$.
4. $\left|a_{i}\right|=q^{1 / 2}$.

Note that property 4 is a special case of the function field analogue of the Riemann hypothesis.

To define the Hasse-Weil $L$-function of $C$, one combines the local zeta functions into the Euler product

$$
\begin{equation*}
L(s, C)=\prod_{\mathfrak{p} \nmid f_{C}} \frac{1}{P_{C_{\mathfrak{p}}}\left(\left(N_{K / \mathbb{Q}} \mathfrak{p}\right)^{-(s+1 / 2)}\right)^{\prime}} \tag{1.6}
\end{equation*}
$$

where $P_{C_{\mathfrak{p}}}$ is the non-trivial part of the zeta function of $C_{\mathfrak{p}}$, as above. (Note again that this definition differs from the usual normalization by the shift of $1 / 2$.)

Then it is conjectured that $L(s, C)$ agrees with the partial $L$-function $L_{S}(s, \pi)$ (where $S$ is the set of primes dividing $\mathfrak{f}_{C}$ ) of an automorphic representation $\pi$ of

GL $(2 g)$ over $K$. Furthermore, the data $N_{\pi}$ and $\mu_{\pi}^{(i)}$ of the complete $L$-function $\Lambda(s, \pi)$ of the conjectured representation have explicit descriptions in terms of the curve $C$ [41]; in particular, the conductors are related by $N_{\pi}=\left(N_{K / \mathbb{Q}} \mathfrak{f}_{C}\right)\left|d_{K / \mathbb{Q}}\right|^{2 g}$, where $d_{K / \mathbb{Q}}$ is the discriminant of $K$.

As discussed above, this is now known for elliptic curves over $\mathbb{Q}[59,52,7]$ and in a few other special cases, including some elliptic curves over totally real fields [49, 50]. The cases we consider are perhaps the simplest ones where there is so far little theoretical evidence in support of these conjectures. There is already much numerical evidence collected by Cremona et al. [17] for elliptic curves of low conductor over imaginary quadratic fields of class number 1 . One hopes eventually to be able to prove modularity of specific examples in this way using results of Harris, Soudry and Taylor $[22,51]$ and a comparison of $\ell$-adic Galois representations. Our work differs from theirs, however, in that they start with a form on a hyperbolic 3-manifold, computed using modular symbols, and look for a corresponding elliptic curve with matching Fourier coefficients (see below); our method goes in the opposite direction, testing the modularity of an arbitrary elliptic curve, without having to find the corresponding form. In practical terms, this allows us to consider curves of much larger conductor.

### 1.3 The distribution of Fourier coefficients

Note that the Euler products (1.1) and (1.6) may be multiplied out to Euler products over rational primes,

$$
\begin{equation*}
\prod_{p}\left(1+\lambda(p) p^{-s}+\lambda\left(p^{2}\right) p^{-2 s}+\ldots\right), \tag{1.7}
\end{equation*}
$$

and further to Dirichlet series

$$
\begin{equation*}
\sum_{n=1}^{\infty} \lambda(n) n^{-s} \tag{1.8}
\end{equation*}
$$

The numbers $\lambda(n)$ in (1.7) and (1.8) are called Fourier coefficients. Now, as a first step to determining numerically if a given $L$-function is modular, one should check the distribution of its Fourier coefficients $\lambda(p)$ at primes $p$, since the coefficients of automorphic $L$-functions have expected equidistribution properties. For example, Dirichlet's theorem on primes in arithmetic progressions was the first example of such a law. For generic elliptic curve $L$-functions, this is the famous conjecture of Sato-Tate. Serre [43] has formulated the conjecture as follows.

Let $E$ be an elliptic curve over $K$. Then the denominator of (1.6) (with $E$ in place of $C$ ) factors as

$$
\begin{equation*}
\left(1-e^{i \theta(\mathfrak{p})}\left(N_{K / \mathbb{Q}} \mathfrak{p}\right)^{-s}\right)\left(1-e^{-i \theta(\mathfrak{p})}\left(N_{K / \mathbb{Q}} \mathfrak{p}\right)^{-s}\right), \tag{1.9}
\end{equation*}
$$

for some angle $\theta(\mathfrak{p}) \in[0, \pi]$. (This is equivalent to the factorization given above for $P_{E_{\mathfrak{p}}}$, but with the reciprocal roots normalized to be of magnitude 1.) To the angle $\theta(\mathfrak{p})$ one associates the conjugacy class in $\mathrm{SU}(2)$ of the element

$$
\left(\begin{array}{cc}
e^{i \theta(\mathfrak{p})} & 0  \tag{1.10}\\
0 & e^{-i \theta(\mathfrak{p})}
\end{array}\right)
$$

Serre then shows that the angles $\theta(\mathfrak{p})$ are equidistributed with respect to the Sato-Tate measure $\frac{2}{\pi} \sin ^{2} \theta d \theta$ (which is the Haar measure $\mu\left(\mathrm{SU}(2)^{\#}\right)$ on the space of conjugacy classes in $\operatorname{SU}(2))$ if and only if the symmetric power $L$-functions $L\left(s, \operatorname{Sym}^{k}(E)\right), k \geq 1$ are holomorphic and non-vanishing for $\Re s \geq 1$. For most curves (those without complex multiplication), this is expected to be true.

Moreover, one has an $\ell$-adic representation on the Tate module of $E$,

$$
\begin{equation*}
\phi_{\ell}: \operatorname{Gal}(\bar{K} / K) \rightarrow \operatorname{Aut} T_{\ell}(E) \tag{1.11}
\end{equation*}
$$

The reciprocal roots $a_{i}$ defined above arise naturally as the eigenvalues of the Frobenius endomorphism Frob $_{\mathfrak{p}}$ under this map. Serre proves that the image of $\phi_{\ell}$ is open
in the $\ell$-adic topology.
More generally, to a projective curve $C$ of genus $g$ over $K$, one may associate an $\ell$-adic representation on the Tate module of the Jacobian variety Jac $C$. For almost all primes $\mathfrak{p}$ of $K$, the reciprocal roots in (1.6) (or eigenvalues of Frobenius) define a conjugacy class in $\operatorname{USp}(2 g)$. As generalized by Langlands [38], the equidistribution of these classes with respect to the Haar measure $\mu\left(\operatorname{USp}(2 g)^{\#}\right)$ is equivalent to the holomorphicity and non-vanishing for $\Re s \geq 1$ of the $L$-functions $L(s, \rho(C))$ associated to each non-trivial irreducible representation $\rho$ of $\operatorname{USp}(2 g)$. In accordance with the Langlands philosophy, this should be true (for most curves) if the $L$-function $L(s, C)$ is modular. (And moreover the analogue for function fields is known to be true.)

Now, assuming that the reciprocal roots corresponding to different primes of $K$ lying above a rational prime $p$ are independent, this in particular implies a distribution for the Fourier coefficients $\lambda_{C}(p)$. In Chapter 2 we compute histograms of the prime Fourier coefficients of many curves of genus 2 over $\mathbb{Q}$ and elliptic curves over $\mathbb{Q}(\sqrt{-1})$, and compare them with these expectations. In this way, we will be able to distinguish these two types of $L$-functions, both of which are given by Euler products of degree 4 over $\mathbb{Q}$.

### 1.4 Converse theorems

Once we have established the expected distribution of coefficients for the $L$-functions under consideration, the question remains of how to distinguish the coefficients of automorphic $L$-functions from "typical" numbers with the same statistics. Hecke [23] pointed the way with his converse theorem

Theorem (Hecke). Let $k \in \mathbb{Z}$ and let $L(s)=\sum_{n=1}^{\infty} \lambda(n) n^{-s}$ be absolutely convergent in a right half-plane. Suppose $\Lambda(s)=(2 \pi)^{-s} \Gamma(s+(k-1) / 2) L(s)$ has analytic continuation to the entire complex plane, is bounded in vertical strips, and satisfies
the functional equation

$$
\begin{equation*}
\Lambda(s)=(-1)^{k / 2} \Lambda(1-s) \tag{1.12}
\end{equation*}
$$

Then $L(s)=L(s, f)$ for some $f \in S_{k}\left(\mathrm{SL}_{2}(\mathbb{Z})\right)$.

Thus, the modularity of a form $f \in S_{k}\left(\mathrm{SL}_{2}(\mathbb{Z})\right)$ is equivalent to the analytic continuation and precise functional equation of its $L$-function.

Hecke's result, which is for modular forms of full level, is atypical in that only one $L$-function is involved. Subsequent generalizations, by Weil [54] to congruence subgroups, Jacquet, Piatetski-Shapiro and Shalika [27, 28] to automorphic forms on GL(3), and Cogdell and Piatetski-Shapiro [14] to GL( $r$ ), all require analytic continuation and functional equation of a family of twisted $L$-functions (by GL $(r-2$ ) in the most general case). However, it is believed that one twisted functional equation should be sufficient to imply modularity, this essentially being the modularity conjecture for the Selberg class [40]. In Chapter 6 we establish a generalization of Weil's result for congruence subgroups that allows one to substantially relax the conditions on the twisted $L$-functions in certain cases by allowing poles. Thus, some infinite families of examples are now known to require only one twisted functional equation. Although this result does not apply to our examples of $L$-functions associated to curves, it does apply to the Galois representation example of Chapter 7, and we will in general regard evidence obtained from a single twist as a strong indication of modularity.

Moreover, by the strong multiplicity one theorem, automorphic representations of $\mathrm{GL}(r)$ are determined by all but finitely many of the Euler factors of their associated $L$-functions. With that in mind, we aim to design tests that can be used with knowledge of only a partial $L$-function. In fact the test of Chapter 5 gives an algorithm that can recover any missing Euler factors given only a partial $L$-function. This is useful because in practice there are a few Euler factors that are either unknown or difficult
to compute. For example, we do not compute the factors of Hasse-Weil $L$-functions at primes dividing the conductor $\mathfrak{f}_{C}$.

Note that our test of the distribution of Fourier coefficients above, as well as subsequent tests below, use the coefficients in the Dirichlet series over rational primes. Since we carry out each test for only one twist in general, we thus make no distinction between the $L$-function of an automorphic representation over a number field and the corresponding $L$-function over $\mathbb{Q}$. However, by Langlands' functoriality, the latter $L$-function should also come from a (non-cuspidal) automorphic representation, over $\mathbb{Q}$, so we expect this not be an issue. Likewise, automorphic representations on other groups are conjectured to have functorial transfers to $\mathrm{GL}_{r}\left(\mathbb{A}_{\mathbb{Q}}\right)$, so the tests that we describe may be tailored to work in such settings as well.

### 1.5 Smooth sums and analytic continuation

We turn now to the problem of numerically measuring the analytic continuation of an $L$-function. Let

$$
\begin{equation*}
L(s)=\sum_{n=1}^{\infty} \lambda(n) n^{-s} \tag{1.13}
\end{equation*}
$$

be a Dirichlet series, absolutely convergent in some right half-plane. By a smooth sum of the coefficients $\lambda(n)$ we mean a sum of the form

$$
\begin{equation*}
S(X)=\frac{1}{\sqrt{X}} \sum_{n=1}^{\infty} \lambda(n) F(n / X) \tag{1.14}
\end{equation*}
$$

for $X>0$ and $F$ a Schwartz function on $(0, \infty)$, meaning $F$ is smooth and, together with its derivatives, is of rapid decay at 0 and $\infty$. One may think of $F$, for example, as a bump function of compact support, so that $S(X)$ measures the sum of $\lambda(n)$ for $n$ of size about $X$.

Now, (1.13) and (1.14) are related by a Mellin transform. Indeed, if $\widetilde{F}$ is the

Mellin transform of $F$, we have

$$
\begin{equation*}
S(X)=\frac{1}{\sqrt{X}} \sum_{n=1}^{\infty} \lambda(n) \frac{1}{2 \pi i} \int_{\Re s=\sigma}\left(\frac{n}{X}\right)^{-s} \widetilde{F}(s) d s=\frac{1}{2 \pi i} \int_{\Re s=\sigma} L(s) X^{s-1 / 2} \widetilde{F}(s) d s \tag{1.15}
\end{equation*}
$$

where to justify the exchange of sum and integral we assume $\sigma$ is large. Similarly, we have the inverse identity

$$
\begin{equation*}
L(s) \widetilde{F}(s)=\int_{0}^{\infty} S(X) X^{1 / 2-s} \frac{d X}{X} \tag{1.16}
\end{equation*}
$$

From (1.15) it is clear that if $L(s)$ extends to an entire function, with at most polynomial growth in vertical strips, then $S(X)$ is Schwartz. Conversely, if $S(X)=O\left(X^{\sigma}\right)$ then $L(s) \widetilde{F}(s)$ is analytic in $\Re s>1 / 2+\sigma$. Thus, the analytic continuation of $L(s)$ is measured by the rate of growth or decay of the smooth sums $S(X)$.

Now, suppose that the numbers $\lambda(n)$ are selected randomly and independently from a fixed distribution of mean 0 on $[-1,1]$, say. Then one would expect (1.14) typically to be of size 1 ; in fact the central limit theorem then implies that with probability 1 , the random Dirichlet series (1.13) converges for $\Re s>1 / 2$, where it has a natural boundary [31].

It is in this sense that the Fourier coefficients $\lambda_{\pi}(n)$ of an automorphic representation $\pi$ differ from typical random numbers; the analytic continuation and functional equation of the $L$-function $L(s, \pi)$ may be viewed as a certain regularity governing the coefficients. More precisely, the associated smooth sums $S(X)$ are rapidly decreasing once $X$ is much larger than the analytic conductor of $\pi$

$$
\begin{equation*}
C_{\pi}=N_{\pi} \prod_{i=1}^{r[K: \mathbb{Q}]} \frac{1+\left|\mu_{\pi}^{(i)}\right|}{2 \pi} . \tag{1.17}
\end{equation*}
$$

(Note that our definition differs from that first given by Iwaniec and Sarnak [25] by the factors of $2 \pi$.) This is analogous to the fact that the zeta functions in the function
field setting are polynomials, i.e. their terms vanish beyond the degree, which plays the role of conductor.

As we will see in Chapter 3, using the functional equation for $L(s, \pi)$, this decay can be explicitly predicted. Thus, computing the sum (1.14) for $X \gg C_{\pi}$ yields a test for identifying the coefficients of automorphic $L$-functions. The method is robust in the sense that if applied to numbers that are not coefficients of an automorphic $L$ function, the test bears this out quickly; an example is given in Chapter 3. However, this test has limitations, and gives weak bounds when there are unknown Euler factors at large primes. In such situations, as is the case with many of our main examples, the approximate functional equation tests described below are preferable.

### 1.6 Sums over primes and the Riemann hypothesis

The alert reader will note that we have argued on the one hand that the Fourier coefficients $\lambda_{\pi}(p)$ should act randomly (independently, moreover), and on the other that there is a regularity to them. This is not a contradiction; rather it is the difference between $\lambda_{\pi}(p)$ at primes and $\lambda_{\pi}(n)$ at integers. More explicitly, if we form a smooth sum out of only the coefficients $\lambda(p)$ at primes,

$$
\begin{equation*}
S^{\mathrm{pr}}(X)=\frac{1}{\sqrt{X}} \sum_{p \text { prime }}(\log p) \lambda(p) F(p / X) \tag{1.18}
\end{equation*}
$$

(it is customary in analytic number theory to weight the primes by $\log p$ ), we are measuring the analytic continuation not of $L(s)$, but its logarithmic derivative

$$
\begin{equation*}
-\frac{L^{\prime}}{L}(s)=\sum_{p \text { prime }}\left((\log p) \lambda(p) p^{-s}+\left(\text { terms of order } p^{-2 s}\right)\right) . \tag{1.19}
\end{equation*}
$$

With bounded coefficients, the error term converges absolutely for $\Re s>1 / 2$.
For automorphic $L$-functions, by computing $S^{\operatorname{pr}}(X)$, we are thus testing the Rie-
mann hypothesis! More precisely, by a calculation including the second order terms that we carry out in Chapter 3, Riemann is equivalent to the bound $S^{\text {pr }}(X)=O(1)$. As above, if the $\lambda(p)$ are chosen independently randomly then $L(s)$ will typically be zero-free in $\Re s>1 / 2$, which is best possible; the Riemann hypothesis may thus be viewed as a statement about the independence of the numbers $\lambda_{\pi}(p)$. Also in Chapter 3, we apply this test to our main examples.

### 1.7 Seeing the analytic conductor

The numerical test described above is moreover a prediction that the sums (1.14) for coefficients of an automorphic $L$-function are of size 1 up to about the analytic conductor $C_{\pi}$, then decay rapidly thereafter. In particular, we would like to know that $S(X)$ is not too small for $X$ of size $C_{\pi}^{\delta}$, with $\delta>0$. In Chapter 4 we establish a result to that effect for some infinite families of hyperelliptic curves of arbitrary genus over $\mathbb{Q}$.

### 1.8 Approximate functional equations

In our discussion of smooth sums above, all smoothing functions $F$ were placed on an equal footing. However, for automorphic $L$-functions $L(s, \pi)$ there is a natural choice of smoothing function, namely the inverse Mellin transform

$$
\begin{equation*}
F_{\pi}(x)=\frac{1}{2 \pi i} \int_{\Re s=\sigma} \gamma(s, \pi) x^{-s} d s \tag{1.20}
\end{equation*}
$$

Note that $F_{\pi}$ is not rapidly decreasing near 0 , reflecting the fact that $\gamma(s, \pi)$ has poles. However, $L(s, \pi) \gamma(s, \pi)$ is analytic, so that (1.15) is still rapidly decreasing as $X \rightarrow \infty$. As we will see in Chapter 5, with $F_{\pi}$ as smoothing function, the functional equation
(1.3) is manifested not only as a precise bound for $S(X)$, but as the symmetry

$$
\begin{equation*}
S(X)=\epsilon_{\pi} \overline{S\left(N_{\pi} / X\right)} \tag{1.21}
\end{equation*}
$$

called an approximate functional equation.
Since (1.21) is an exact equality, this yields a more precise test of analytic continuation and the functional equation than that of Chapter 3. It has the advantage that (1.21) is verifiable for $X$ as small as $\sqrt{N_{\pi}}$, so that this test requires fewer coefficients of the $L$-series. However, verifying equation (1.21) requires knowledge of all local factors. In Chapter 5 we show how to circumvent this problem at the finite places; we consider $S(X)-\epsilon_{\pi} \overline{S\left(N_{\pi} / X\right)}$ as a quantity to be minimized, and thus determine the unknown Euler factors by solving a non-linear regression problem.

### 1.9 Miscellaneous applications

Finally, in Chapter 7 we show results of three miscellaneous applications of the tests developed here. The first two include the $L$-functions of high symmetric powers of Ramanujan's $\Delta$ and the modular form in $S_{2}\left(\Gamma_{0}(11)\right)$. One knows already [34] the meromorphic continuation and functional equation of these $L$-functions up to the 9th symmetric power, but not beyond; we test in particular their 10th symmetric powers. The third application is an even 2-dimensional icosahedral Galois representation over $\mathbb{Q}$. This conjecturally corresponds to a Maass form of eigenvalue $\frac{1}{4}$. Our result from Chapter 6 applies in this case.

### 1.10 Summary of results and future work

In this thesis, approximately 800 examples were tested for modularity and the Riemann hypothesis. The complete list of examples tested is available electronically; see
the appendix. No apparent counterexamples were found. Note, however, that the tests described here give evidence but not a certificate of modularity. An interesting question is whether it is possible in general to prove modularity of a candidate $L$-function with a finite computation. A good starting case would be the $L$-function of an even icosahedral Galois representation, for which the result of Chapter 6 may be useful. (Note that there is such an algorithm for odd icosahedral representations, using the theorem of Deligne and Serre [20].) In this case, the problem can be phrased as follows: Is the Artin conjecture for a given Galois representation decidable?

## Chapter 2

## The distribution of Fourier <br> coefficients

In this chapter we specialize the discussion of Fourier coefficients given in the introduction to elliptic curves over $\mathbb{Q}(\sqrt{-1})$ and genus 2 curves over $\mathbb{Q}$.

### 2.1 Elliptic curves

For an elliptic curve $E$ over a number field $K$, the $L$-function defined in the introduction takes the form

$$
\begin{equation*}
L(s, E)=\prod_{\mathfrak{p} \not \mathfrak{f}_{E}} \frac{1}{1-a_{E}(\mathfrak{p})(N \mathfrak{p})^{-s}+(N \mathfrak{p})^{-2 s}}, \tag{2.1}
\end{equation*}
$$

where, unraveling the definitions, one finds

$$
\begin{equation*}
a_{E}(\mathfrak{p})=\frac{N \mathfrak{p}+1-\# E\left(k_{\mathfrak{p}}\right)}{\sqrt{N \mathfrak{p}}} . \tag{2.2}
\end{equation*}
$$

The number $a_{E}(\mathfrak{p})$ is also the sum of the normalized reciprocal roots $e^{ \pm i \theta(\mathfrak{p})}$, as defined in (1.9), i.e. $a_{E}(\mathfrak{p})=2 \cos \theta(\mathfrak{p})$. Thus, we have the bound $\left|a_{E}(\mathfrak{p})\right| \leq 2$, due originally
to Hasse.
For rational primes $p$ not dividing $N \mathfrak{f}_{E}$, one computes the Fourier coefficients $\lambda_{E}(p)$ by collecting the Euler factors for $\mathfrak{p}$ dividing $p$. When $K=\mathbb{Q}(\sqrt{-1})$, there are three cases, depending on the factorization of $p$ in $K$ :

- inert primes, $p \equiv 3(\bmod 4)$; then $\lambda_{E}(p)=0$.
- split primes, $p \equiv 1(\bmod 4)$; then $\lambda_{E}(p)=a_{E}(\mathfrak{p})+a_{E}(\overline{\mathfrak{p}})$, for $\mathfrak{p}$ a prime dividing p.
- the ramified prime $p=2$; then $\lambda_{E}(p)=a_{E}(\mathfrak{p})$, for $\mathfrak{p}$ the prime dividing 2 .

We see immediately that the distribution of $\lambda_{E}(p)$ will have mass $1 / 2$ at 0 . The more interesting part of the distribution is that of $\lambda_{E}(p)$ for $p \equiv 1(\bmod 4)$. As explained in the introduction, it is conjectured that as $\mathfrak{p}$ varies, the angles $\theta(\mathfrak{p})$ vary according to the Sato-Tate measure $d \mu\left(\mathrm{SU}(2)^{\#}\right)=\frac{2}{\pi} \sin ^{2} \theta d \theta$. This implies that $a_{E}(\mathfrak{p})=2 \cos \theta(\mathfrak{p})$ follows the 'semi-circle' distribution $\frac{1}{2 \pi} \sqrt{4-x^{2}} d x$. Moreover, one expects $a_{E}(\mathfrak{p})$ and $a_{E}(\overline{\mathfrak{p}})$ to be independent, meaning that the $\lambda_{E}(p)$ should have density function given by the convolution

$$
\begin{equation*}
\frac{1}{4 \pi^{2}} \int_{|x|-2}^{2} \sqrt{\left(4-t^{2}\right)\left(4-(|x|-t)^{2}\right)} d t \tag{2.3}
\end{equation*}
$$

supported on $[-4,4]$. By standard techniques [56], one reduces this elliptic integral to the Legendre normal form

$$
\begin{equation*}
\frac{4+|x|}{24 \pi^{2}}\left[\left(x^{2}+16\right) E\left(\frac{4-|x|}{4+|x|}\right)-8|x| K\left(\frac{4-|x|}{4+|x|}\right)\right] . \tag{2.4}
\end{equation*}
$$

The graph of this function is shown as the solid line in Figure 2.1.


Figure 2.1: Expected distributions of Fourier coefficients $\lambda_{E}(p)$ for $p \equiv 1(\bmod 4)$ (solid line), and $\lambda_{C}(p)$ for all primes (dashed line)

### 2.2 Curves of genus 2

Similarly, a curve $C$ of genus 2 over a number field has the $L$-function

$$
\begin{equation*}
L(s, C)=\prod_{\mathfrak{p} \nmid f_{C}} \frac{1}{1-a_{C}(\mathfrak{p})(N \mathfrak{p})^{-s}+b_{C}(\mathfrak{p})(N \mathfrak{p})^{-2 s}-a_{C}(\mathfrak{p})(N \mathfrak{p})^{-3 s}+(N \mathfrak{p})^{-4 s}} . \tag{2.5}
\end{equation*}
$$

Here, we have

$$
\begin{equation*}
a_{C}(\mathfrak{p})=\frac{N \mathfrak{p}+1-\# C\left(k_{\mathfrak{p}}\right)}{\sqrt{N \mathfrak{p}}} \quad \text { and } \quad b_{C}(\mathfrak{p})=a_{C}(\mathfrak{p})^{2}-\frac{(N \mathfrak{p})^{2}+1-\# C\left(\ell_{\mathfrak{p}}\right)}{N \mathfrak{p}}, \tag{2.6}
\end{equation*}
$$

where $\ell_{\mathfrak{p}}$ is a quadratic extension of $k_{\mathfrak{p}}$. The coefficient $a_{C}(\mathfrak{p})$ is again the sum of the reciprocal roots $e^{ \pm i \theta_{1}(\mathfrak{p})}$ and $e^{ \pm i \theta_{2}(\mathfrak{p})}$, so the bound in this case, due to Weil, becomes $\left|a_{C}(\mathfrak{p})\right| \leq 4$. Similar formulas hold for general genus, with the coefficients related to the numbers of points over extensions of $k_{\mathfrak{p}}$ via Newton's formulas.

Now, for $K=\mathbb{Q}$ we have simply $\lambda_{C}(p)=a_{C}(p)$. To compute its expected distribution, we first need the distribution of the space of conjugacy classes in $\operatorname{USp}(4)$, indexed by $\theta_{1}$ and $\theta_{2}$, with $0 \leq \theta_{1} \leq \theta_{2} \leq \pi$. This may be found, using the Weyl
integration formula $[33,57]$, to be

$$
\begin{equation*}
d \mu\left(\mathrm{USp}(4)^{\#}\right)=\frac{2}{\pi^{2}}\left(2 \cos \theta_{1}-2 \cos \theta_{2}\right)^{2} \sin ^{2} \theta_{1} \sin ^{2} \theta_{2} d \theta_{1} d \theta_{2} \tag{2.7}
\end{equation*}
$$

A similar formula holds for general genus.
Then, the distribution of $a_{C}(p)$ is that of the trace:

$$
\begin{align*}
& \frac{d}{d x} \frac{2}{\pi^{2}} \int_{\substack{0 \leq \theta_{1} \leq \theta_{2} \leq \pi \\
2 \cos \theta_{1}+2 \cos \theta_{2} \leq x}}\left(2 \cos \theta_{1}-2 \cos \theta_{2}\right)^{2} \sin ^{2} \theta_{1} \sin ^{2} \theta_{2} d \theta_{1} d \theta_{2} \\
& =\frac{d}{d x} \frac{1}{8 \pi^{2}} \int_{\substack{2 \geq t_{1} \geq t_{2} \geq-2 \\
t_{1}+t_{2} \leq x}}\left(t_{1}-t_{2}\right)^{2} \sqrt{\left(4-t_{1}^{2}\right)\left(4-t_{2}^{2}\right)} d t_{1} d t_{2} \\
&  \tag{2.8}\\
& =\frac{1}{16 \pi^{2}} \int_{|x|-2}^{2}(2 t-|x|)^{2} \sqrt{\left(4-t^{2}\right)\left(4-(|x|-t)^{2}\right)} d t
\end{align*}
$$

The result is again an elliptic integral, this time with Legendre normal form

$$
\begin{equation*}
\frac{4+|x|}{240 \pi^{2}}\left[\left(x^{4}+224 x^{2}+256\right) E\left(\frac{4-|x|}{4+|x|}\right)-8|x|\left(x^{2}+24|x|+16\right) K\left(\frac{4-|x|}{4+|x|}\right)\right] . \tag{2.9}
\end{equation*}
$$

The graph of this function is shown as the dashed line in Figure 2.1.

### 2.3 Notes on computation

### 2.3.1 Finding curves to test

In order to carry out the tests in this and subsequent chapters, we first computed lists of curves of low conductor, as described below. The complete lists are available electronically; see the appendix.

Over a number field, an elliptic curve always has an affine model of the form (in
the standard notation [35])

$$
\begin{equation*}
y^{2}=x^{3}-27 c_{4} x-54 c_{6} \tag{2.10}
\end{equation*}
$$

where $c_{4}$ and $c_{6}$ are algebraic integers. This model is most convenient for computation, but has the disadvantage of being singular at primes dividing 2 and 3 . Since we are most interested in curves of low conductor, it is better to consider the model

$$
\begin{equation*}
y^{2}+a_{1} x y+a_{3} y=x^{3}+a_{2} x^{2}+a_{4} x+a_{6} . \tag{2.11}
\end{equation*}
$$

The coefficients of (2.10) may then be computed by a change of variables from (2.11).
To find curves of low conductor, it is most efficient to search through models of the form (2.10), then try to pull them back to the form (2.11). This is possible when $c_{4}$ and $c_{6}$ satisfy certain congruence conditions modulo 1728 . The resulting curve (2.11) has discriminant given by the indefinite form

$$
\begin{equation*}
\Delta=\frac{c_{4}^{3}-c_{6}^{2}}{1728} \tag{2.12}
\end{equation*}
$$

and $j$-invariant

$$
\begin{equation*}
j=\frac{c_{4}^{3}}{\Delta} . \tag{2.13}
\end{equation*}
$$

In general, the conductor $\mathfrak{f}_{E}$ divides $\Delta$, although possibly properly. If desired, the conductor may be computed exactly by Tate's algorithm [48]; however, it will be determined as a consequence of our test from Chapter 5. If one believes in the truth of Hall's conjecture [47] then this method quickly finds "most" (isomorphism classes of) curves of low conductor. Applying the method, we found 390 non-isomorphic curves over $\mathbb{Q}(\sqrt{-1})$ of discriminant with norm less than 20000, after removing those with rational $j$-invariant. A few examples, indexed by the norm of discriminant, are listed in Table 2.1. The letters used in naming the curves are to distinguish

| name | $\Delta$ | lurve |
| ---: | :---: | :--- |
| 277a | 277 | $y^{2}+y=x^{5}-2 x^{3}+2 x^{2}-x$ |
| 1757a | 1757 | $y^{2}+y=x^{5}-x^{4}-x^{3}+2 x^{2}-x$ |
| 9136a | -9136 | $y^{2}+x y=x^{5}-2 x^{4}-2 x^{3}+2 x^{2}+3 x+1$ |
| 18690a | 18690 | $y^{2}+x y=x^{5}+x^{4}-4 x^{3}-3 x^{2}+3 x+3$ |
| 233a | $13-8 i$ | $y^{2}+i y=x^{3}+(1+i) x^{2}+i x$ |
| 3577a | $21-56 i$ | $y^{2}+i y=x^{3}-i x^{2}-x$ |
| 9657a | $21-96 i$ | $y^{2}+y=x^{3}-(1+i) x^{2}-(1-i) x$ |
| 16970a | $-53-119 i$ | $y^{2}+x y+i y=x^{3}-(1+i) x^{2}-x$ |

Table 2.1: Elliptic curves over $\mathbb{Q}(\sqrt{-1})$ (bottom) and genus 2 curves over $\mathbb{Q}$ (top)
those with the same discriminant in the extended lists of the appendix; note that no attempt was made to find the "strong Weil curve" in these cases, so the notation is not standardized, and there are some isogenies.

Similarly, any curve of genus 2 over a number field is hyperelliptic, and thus has a model

$$
\begin{equation*}
y^{2}=f(x) \tag{2.14}
\end{equation*}
$$

where $f(x)$ is a monic square-free polynomial of degree 5 with algebraic integer coefficients. Again, to find curves of low conductor we search for models of the form

$$
\begin{equation*}
y^{2}+A x y+B y=f(x) \tag{2.15}
\end{equation*}
$$

Warning: unlike the case of elliptic curves, not every hyperelliptic curve over the ring of integers $\mathcal{O}_{K}$ takes this form. Thus, the curves we find in this way represent only a fraction of all curves of low conductor. Also, to find models (2.15), we simply performed an exhaustive search through all such equations with bounded coefficients; this is less elegant than the approach taken for elliptic curves, and not as efficient for finding curves of low conductor. Despite these restrictions, we found with this method 399 curves with absolute discriminant less than 20000. A few examples, indexed by absolute discriminant, are listed in Table 2.1.

### 2.3.2 Computing Fourier coefficients

Now, for a given curve we compute the Fourier coefficients via formulas (2.2) and (2.6). To perform the test of Chapter 3, we will need not only the coefficients at primes, but at all integers $n$ up to some $M$ proportional to (the absolute norm of) the discriminant. This can be done by computing all coefficients of the Euler factors in (2.1) and (2.5), and extending multiplicatively.

For elliptic curves over $\mathbb{Q}(\sqrt{-1})$, that amounts to computing $a_{E}(\mathfrak{p})$ for $\mathfrak{p}$ lying over inert primes $p$, in addition to the split and ramified ones. For inert primes, the residue field $k_{\mathfrak{p}}$ is isomorphic to $\mathbb{F}_{p^{2}}$, and thus the point count computations take longer than for split primes. Fortunately, we only need such counts for $p \leq \sqrt{M}$, so the inert primes contribute little to the total running time. On the other hand, for all split primes $p \leq M$, we count over the residue fields $k_{\mathfrak{p}}$ and $k_{\overline{\mathfrak{p}}}$, isomorphic to $\mathbb{F}_{p}$.

To perform these point counts, we used Shanks' 'baby step-giant step' algorithm [45] for computing the order of the group associated to an elliptic curve. For a count over $\mathbb{F}_{p}$, the algorithm has running time (probabilistically) $O\left(p^{1 / 4} \log p\right)$. Hence, the overall time is $O\left(M^{5 / 4}\right)$. While there exist asymptotically faster algorithms, this is certainly the best in practice for numbers of the size that we consider.

For curves of genus 2 over $\mathbb{Q}$, computing the Euler factors in (2.5) requires one point count over $\mathbb{F}_{p}$ for $p \leq M$ and one over $\mathbb{F}_{p^{2}}$ for $p \leq \sqrt{M}$. Thus, asymptotically the same number of point counts are required for genus 2 curves over $\mathbb{Q}$ as for elliptic curves over $\mathbb{Q}(\sqrt{-1})$. However, although the Jacobian of a genus 2 curve has a group law, its dimension is greater than 1, and does not yield a fast algorithm for counting points; we are forced to use the direct $O(p)$ algorithm. That leads to an overall complexity of $O\left(M^{2} / \log M\right)$, and a dramatic difference in the computing time required; in our case, the elliptic curve computations took less than a day to complete, compared to more than a year for the genus 2 curves.


Figure 2.2: Distribution of Fourier coefficients for genus 2 curve 3125 a


Figure 2.3: Distribution of Fourier coefficients for elliptic curve 8000a, compared with a stretched Sato-Tate measure

### 2.4 Results

Figures 2.4 and 2.5 show histograms of the computed Fourier coefficients of the curves listed in Table 2.1, over all primes for genus 2 curves over $\mathbb{Q}$, and primes $\equiv 1(\bmod 4)$ for elliptic curves over $\mathbb{Q}(\sqrt{-1})$, against their expected distributions. Note that since proportionally more Fourier coefficients were computed for curves of high discriminant, the agreement is better for those curves. In all but two cases the agreement is good and clearly distinguishes the nature of these two types of Euler products. (If desired, this may be quantified by a $\chi^{2}$ or Kolmogorov-Smirnov statistical test; we content ourselves with the pictures.) It has the added benefit of showing that there are likely no systematic errors in our computation of the Fourier coefficients at primes.

The exceptional cases are shown in Figures 2.2 and 2.3. The first came from the
genus 2 curve

$$
\begin{equation*}
y^{2}+y=x^{5} \tag{2.16}
\end{equation*}
$$

of discriminant $5^{4}$. The curve displays a symmetry akin to complex multiplication for elliptic curves, and after completing the square, is of the type considered by Weil [55]. Its $L$-function is that of a Hecke character over $\mathbb{Q}\left(\zeta_{10}\right)$, where $\zeta_{10}$ is a primitive tenth root of unity; thus, the analytic continuation and functional equation that we test in Chapters 3 and 5 are known for this example. The second exceptional case was that of the elliptic curve

$$
\begin{equation*}
y^{2}+(1+i) x y=x^{3}+(1-i) x^{2}-(13+27 i) x-(3+69 i), \tag{2.17}
\end{equation*}
$$

of discriminant $40+80 i$. It is a $\mathbb{Q}$-curve, meaning that, while not definable over $\mathbb{Q}$, it is isogenous to its complex conjugate. Thus, $a(\mathfrak{p})=a(\overline{\mathfrak{p}})$ for every prime $\mathfrak{p}$, and the expected distribution in this case is the Sato-Tate measure stretched over the interval $[-4,4]$, to which Figure 2.3 shows good agreement. Modularity is known in this case as well by extensions of Wiles' work due to Ellenberg and Skinner [21].


Figure 2.4: Distribution of Fourier coefficients for genus 2 curves over $\mathbb{Q}$


## Chapter 3

## Smooth sums

This chapter will expand our discussion of smooth sums from the introduction, and give examples of the sort of numerical results that one may obtain with them.

### 3.1 The prototypical test

Theorem 3.1. Let $\pi$ be an automorphic representation of $\mathrm{GL}_{r}\left(\mathbb{A}_{\mathbb{Q}}\right)$ whose L-function

$$
\begin{equation*}
L(s, \pi)=\sum_{n=1}^{\infty} \lambda_{\pi}(n) n^{-s} \tag{3.1}
\end{equation*}
$$

is entire. Define

$$
\begin{equation*}
S^{*}(X)=\frac{1}{\sqrt{X}} \sum_{n=1}^{\infty} \lambda_{\pi}(n) F(n / X) \tag{3.2}
\end{equation*}
$$

for $F$ a Schwartz function on $(0, \infty)$. Then for any positive integer $k$,

$$
\begin{equation*}
S^{*}(X)<_{F, r, k}\left(\frac{C_{\pi}}{X}\right)^{k} \tag{3.3}
\end{equation*}
$$

Proof. Recalling equation (1.15), we have

$$
\begin{equation*}
S^{*}(X)=\frac{1}{2 \pi i} \int L(s, \pi) \widetilde{F}(s) X^{s-1 / 2} d s \tag{3.4}
\end{equation*}
$$

taken initially along a vertical line far to the right. Using the functional equation (1.3) for $L(s, \pi)$, this becomes

$$
\begin{equation*}
S^{*}(X)=\frac{\epsilon_{\pi}}{2 \pi i} \int L(1-s, \widetilde{\pi}) \frac{\gamma(1-s, \widetilde{\pi}) \widetilde{F}(s)}{\gamma(s, \pi)}\left(\frac{X}{N_{\pi}}\right)^{s-1 / 2} d s \tag{3.5}
\end{equation*}
$$

Now we shift the line of integration to $\Re s=1 / 2-k$, writing $s=1 / 2-k+i t$. Recall that $\gamma(s, \pi)$ is a product of the terms $\Gamma_{\mathbb{R}}\left(s+\mu_{\pi}^{(i)}\right)$. Corresponding to the archimedean parameter $\mu_{\pi}^{(i)}$ of $\pi, \widetilde{\pi}$ has parameter $\mu_{\tilde{\pi}}^{(i)}=\overline{\mu_{\pi}^{(i)}}$. Thus, the ratio of $\gamma$-factors in (3.5) is a product of terms of the form

$$
\begin{equation*}
\frac{\pi^{-(1 / 2+k-i t+\bar{\mu}) / 2} \Gamma\left(\frac{1 / 2+k-i t+\bar{\mu}}{2}\right)}{\pi^{-(1 / 2-k+i t+\mu) / 2} \Gamma\left(\frac{1 / 2-k+i t+\mu}{2}\right)}=\left(\pi^{i(t+\Im \mu)} \frac{\Gamma\left(\frac{1 / 2+k-i t+\bar{\mu}}{2}\right)}{\Gamma\left(\frac{1 / 2+k+i t+\mu}{2}\right)}\right) \cdot \pi^{-k} \frac{\Gamma\left(\frac{1 / 2+k+i t+\mu}{2}\right)}{\Gamma\left(\frac{1 / 2-k+i t+\mu}{2}\right)} . \tag{3.6}
\end{equation*}
$$

The first factor above, in parentheses, is of absolute value 1 , while the second is the polynomial

$$
\begin{equation*}
P(\mu, t)=\prod_{n=1}^{k} \frac{\mu+i t+1 / 2+(k-2 n)}{2 \pi} \tag{3.7}
\end{equation*}
$$

Substituting this into (3.5) we obtain

$$
\begin{equation*}
\left|S^{*}(X)\right| \leq \frac{1}{2 \pi}\left(\frac{N_{\pi}}{X}\right)^{k} \int_{-\infty}^{\infty}\left|L(1 / 2+k-i t, \widetilde{\pi}) \widetilde{F}(1 / 2-k+i t) \prod_{i=1}^{r} P\left(\mu_{\pi}^{(i)}, t\right)\right| d t \tag{3.8}
\end{equation*}
$$

Now, assuming the Ramanujan conjecture for $\pi$ (and thereby $\widetilde{\pi}$ ), $L(1 / 2+k-i t, \widetilde{\pi}$ ) is bounded by $\zeta^{r}(1 / 2+k)$. There is no loss in assuming Ramanujan, since it is known in the examples we consider, and anyway we first verify it numerically using the techniques of Chapter 2. However, note that it is not strictly necessary, since here an average result obtained from the Rankin-Selberg method would suffice. In any case,
it is clear that the integral is dominated by

$$
\begin{equation*}
\prod_{i=1}^{r}\left(\frac{1+\left|\mu_{\pi}^{(i)}\right|}{2 \pi}\right)^{k} \tag{3.9}
\end{equation*}
$$

independently of $\pi$.
Remarks.

1. The factors of $2 \pi$ in the denominator of (3.9) may seem arbitrary since the implied constant in (3.3) depends on $r$ and $k$. However, stated as is, the result is asymptotically correct in the sense that if all $\left|\mu_{\pi}^{(i)}\right|$ are assumed very large (depending in a precise way on $r$ and $k$ ), then the constant may be taken to be $\zeta^{r}(1 / 2+k)$ times a number dependent only on $F$.
2. It is not valid to take $k=0$ in the theorem, since then we would require a bound for $L(s, \pi)$ in the critical strip, which would necessarily depend on $\pi$. However, the Lindelöf hypothesis for $\pi$ predicts the bound $O_{\epsilon}\left(N_{\pi}^{\epsilon}\right)$, meaning we expect $S^{*}(X)$ to be bounded almost independently of $\pi$. This agrees with the philosophy stated in the introduction that $S^{*}(X)$ should be "random" of size 1 for $X$ up to the analytic conductor, then rapidly decaying thereafter. The $\Omega$-result of Chapter 4 also gives supporting evidence for this.
3. We assumed that $F$ is of rapid decay near 0 . If not then $\widetilde{F}$ will not be analytic far to the left, and (3.3) will only be valid for $k \leq$ some $k_{0}$. The results below with explicit constants use smoothing functions that are only $O\left(x^{2}\right)$ near 0 , with $k$ taken appropriately small.

A quick glance at some sample graphs of $S^{*}(X)$ (see below) reveals that it is most natural to consider $X$ on a logarithmic scale, i.e. we put $X=N_{\pi}^{\sigma}$. Then in terms of $\sigma$, Theorem 3.1 says that $S^{*}$ is of arbitrarily fast exponential decay, which should start to take effect near $X=C_{\pi}$. Thus, from a graph of $S^{*}$ not only is it easy to
see the analytic continuation of $L(s, \pi)$, but also the analytic conductor. Moreover, it gives indirect evidence of the functional equation, through explicit forms of the bound (3.3), which was derived assuming it.

### 3.2 Modified tests

The problem with using Theorem 3.1 as a practical test is that it requires knowledge of all Dirichlet coefficients $\lambda_{\pi}(n)$. In accordance with our basic philosophy that it should be possible to verify modularity without knowledge of the Euler factors at finitely many places, we consider the following modification of Theorem 3.1.

Theorem 3.2. Let $\pi, L(s, \pi)$, and $F$ be as in Theorem 3.1 and define

$$
\begin{equation*}
S(X)=\frac{1}{\sqrt{X}} \sum_{\left(n, N_{\pi}\right)=1} \lambda_{\pi}(n) F(n / X) \tag{3.10}
\end{equation*}
$$

Then

$$
\begin{equation*}
S(X)<_{F, r}\left(\frac{C_{\pi}\left(\log \left(1+C_{\pi}\right)\right)^{2 r}}{X}\right)^{1 / 2} \tag{3.11}
\end{equation*}
$$

Proof. In place of (3.4) we have

$$
\begin{equation*}
S(X)=\frac{1}{2 \pi i} \int L(s, \pi) \prod_{p \mid N_{\pi}} L_{p}(s, \pi)^{-1} \widetilde{F}(s) X^{s-1 / 2} d s \tag{3.12}
\end{equation*}
$$

where $L_{p}(s, \pi)^{-1}$ is the local factor polynomial at the prime $p$. This yields

$$
\begin{equation*}
S(X)=\frac{\epsilon_{\pi}}{2 \pi i} \int L(1-s, \widetilde{\pi}) \prod_{p \mid N_{\pi}} L_{p}(s, \pi)^{-1} \frac{\gamma(1-s, \widetilde{\pi}) \widetilde{F}(s)}{\gamma(s, \pi)}\left(\frac{X}{N_{\pi}}\right)^{s-1 / 2} d s \tag{3.13}
\end{equation*}
$$

We proceed as in the proof of Theorem 3.1, except that now shifting the contour far to the left introduces large powers of $N_{\pi}$ from the local factors. Instead we shift to $\Re s=-1 / \log \left(1+C_{\pi}\right)$. Then, again assuming the Ramanujan conjecture for $\pi$, we
have

$$
\begin{equation*}
\left|\prod_{p \mid N_{\pi}} L_{p}(s, \pi)^{-1}\right| \leq \prod_{p \mid N_{\pi}}\left(1+p^{1 / \log \left(1+C_{\pi}\right)}\right)^{r}<_{r} 1 \tag{3.14}
\end{equation*}
$$

Next we apply (3.6) with $k=1 / 2+1 / \log \left(1+C_{\pi}\right)$, and use Stirling's formula, since $k$ is no longer an integer. We arrive at

$$
\begin{equation*}
|S(X)| \ll_{F, r} \zeta^{r}\left(1+\frac{1}{\log \left(1+C_{\pi}\right)}\right)\left(\frac{C_{\pi}}{X}\right)^{1 / 2+1 / \log \left(1+C_{\pi}\right)} \ll\left(\log \left(1+C_{\pi}\right)\right)^{r}\left(\frac{C_{\pi}}{X}\right)^{1 / 2} \tag{3.15}
\end{equation*}
$$

assuming $X \gg 1$.
Theorem 3.2 again shows exponential decay in $\sigma$ for $X$ of size $C_{\pi}^{1+\epsilon}$. Unfortunately, unlike the case of Theorem 3.1, it is not possible in general to improve upon the exponent $1 / 2$ in (3.11). Thus, Theorem 3.2 gives evidence for the analytic continuation only down to $\Re s=0$. A more serious problem is that without very fast decay this test can not detect poles with large imaginary part. That is because of the fast decay of $\widetilde{F}(s)$ in vertical strips; a pole at $s=1 / 2+i t$, say, with residue of size 1 , would introduce a term proportional to $\widetilde{F}(1 / 2+i t)$ when the contour of (3.12) is shifted to the left. So if the given function has meromorphic continuation without being analytic, that fact is not apparent with Theorem 3.2. This problem will be resolved with the more precise tests of Chapter 5 .

However, there are some situations in which the tests of this chapter are more useful than those of Chapter 5. These will be discussed in the next section. First, we compute smooth sums from our main examples, which will help to understand why the exponent $1 / 2$ in (3.11) is best possible in the general setting. As mentioned in the introduction, if $\Delta$ denotes the discriminant, we expect the $L$-functions of Chapter 2 to have conductor $D=|\Delta|$ in the case of genus 2 curves, and $D=16\left|N_{\mathbb{Q}(\sqrt{-1}) / \mathbb{Q}} \Delta\right|$ in the case of elliptic curves, unless the discriminant properly divides the conductor. Figures 3.1 and 3.2 below show the graphs of $S\left(D^{\sigma}\right)$ against $\sigma$, with smoothing function $F(x)=x^{2} e^{-x}$, applied to the example curves from Chapter 2. Note that each graph
starts to decay at or before $\sigma=1$, as expected. (The archimedean parameters are constant among each class of curves, so the conductor and analytic conductor differ by a constant factor, which is not significant on the logarithmic scale.)

Now, consider equation (3.12) above. We may expand the product of Euler factors to a finite Dirichlet series $\sum_{n} c_{n} n^{-s}$. Then (3.12) takes the form

$$
\begin{equation*}
S(X)=\sum_{n} \frac{c_{n}}{\sqrt{n}} S^{*}(X / n) \tag{3.16}
\end{equation*}
$$

where $S^{*}(X)$ is the smooth sum over all integers, i.e. with no missing Euler factors. By Theorem 3.1, $S^{*}(X)$ is of rapid decay once $X$ is significantly beyond $C_{\pi}$. We see from (3.16) that $S(X)$ is the same as $S^{*}(X)$ (from the main term $n=1$ ), followed by several "echoes" $S^{*}(X / n)$, of intensity decaying as $1 / n^{1 / 2}$; that is the square root decay observed in (3.11). This phenomenon may be seen in some of the graphs below; for example, the small peak near $\sigma=1$ in the graph for genus 2 curve 277a is an echo of the one near $\sigma=0$.

The echoes persist to the largest value of $n$ in (3.16). For example, in the case of prime conductor $N$, the first echo starts near $X=N$, just as the main term decays. The last echo occurs near $X=N^{r-1}$, after which we expect rapid decay for $X$ beyond $N^{r}$. (In practice this is usually too large to observe.) Of course, for composite conductors there are many more terms, and one may not be able to see clearly where one term in (3.16) ends and the next begins; this also helps to explain why the graph for the example genus 2 curve of discriminant $18690=2 \cdot 3 \cdot 5 \cdot 7 \cdot 89$ does not decay as quickly as the others. A natural question is whether it is possible to guess values for $c_{n}$, in attempt to cancel the echoes. The answer is yes, and we shall take this up rigorously in Chapter 5 using regression and approximate functional equations.


Figure 3.1: $S\left(D^{\sigma}\right)$ for genus 2 curves over $\mathbb{Q}$


### 3.3 Improvements

Before leaving this test, we mention some cases in which (3.11) can be improved upon. First, the inequality (3.14) was derived assuming the worst case of the Ramanujan bound for each missing Euler factor. Sometimes one has available better known bounds for the coefficients. For example, for a self-dual modular form for $\Gamma_{0}(N)$, the coefficients $\lambda(p)$ for $p$ dividing $N$ are, by Atkin-Lehner theory [2], either 0 or $\pm 1 / \sqrt{p}$. (This is notably false for non-self-dual forms; consider e.g. forms that arise from complex Galois representations, which always have reciprocal roots of absolute value 1.) Using this, in [5] we derive the precise bound

Theorem 3.3. Let $f$ be a Maass or holomorphic modular form and Hecke eigenform for $\Gamma_{0}(N)$, and put $Q=\prod_{p \| N}(p+1)$. Let $S(X)$ be the smooth sum of Fourier coefficients

$$
\begin{equation*}
S(X)=\sum_{(n, N)=1} \lambda_{f}(n) F(n / X) \tag{3.17}
\end{equation*}
$$

with smoothing function $F(x)=x^{2} e^{-x}$. Then

$$
\begin{equation*}
|S(X)|<Q \cdot\left(\frac{N(\lambda+3)}{42.88 X}\right)^{2} \tag{3.18}
\end{equation*}
$$

when $f$ is a Maass form of eigenvalue $\lambda$, and

$$
\begin{equation*}
|S(X)|<Q \cdot\left(\frac{N\left(k^{2}+2 k+9\right)}{171.5 X}\right)^{2} \tag{3.19}
\end{equation*}
$$

when $f$ is a holomorphic form of weight $k$.

Here the analytic conductor is expressed as a function of the weight or eigenvalue. This "Atkin-Lehner effect" persists in higher dimensional cases as well. For example, for genus 2 curves over $\mathbb{Q}$, the Euler factors for primes $p$ dividing the conductor typically have one or more reciprocal roots of size $1 / \sqrt{p}$ (see Chapter 5).

Second, if $N_{\pi}$ has many repeated factors then we may shift the contour in (3.13) farther to the left without a large penalty; e.g. in the proof of Theorem 3.3 the contour is shifted to $\Re s=-3 / 2$. This can be useful in showing that a given function is not modular. For example, consider the classical Kloosterman sums,

$$
\begin{equation*}
S(\alpha, p)=\frac{1}{\sqrt{p}} \sum_{x \bar{x} \equiv 1(p)} e\left(\frac{x+\alpha \bar{x}}{p}\right) \tag{3.20}
\end{equation*}
$$

for prime $p$ not dividing $\alpha$. In [32], Katz proved that the collection of all $S(\alpha, p)$ is distributed according to the Sato-Tate measure as $p \rightarrow \infty$, and conjectured the same for fixed $\alpha$. This claim is supported by numerical evidence [5], as in Chapter 2. This led him to question whether the numbers $\lambda(p)=\epsilon S(1, p)$, for fixed $\epsilon= \pm 1$, could be the prime coefficients of a Maass eigenform for some $\Gamma_{0}(N)$, presumably with $N=1$ or possibly a power of 2 . (It is known that they can not be the coefficients of a holomorphic modular form.) Using Theorem 3.3, in [5] we establish

Theorem 3.4. If a Katz form of level $N=2^{\nu}$ and eigenvalue $\lambda$ exists, then

$$
\begin{equation*}
N(\lambda+3)>18.3 \times 10^{6} . \tag{3.21}
\end{equation*}
$$

Therefore, it is unlikely that any such modular form exists. (Interestingly, W. Li [13] has shown that a function field analogue of Katz's question, with $\epsilon=1$, does hold.) Note that it is essential for this result that our test not require knowledge of the eigenvalue $\lambda$ of the purported form. Thus, the techniques of Chapter 5 would not apply here.

### 3.4 A test of GRH

In this section we let $\pi$ be as in Theorem 3.1 and study the sums

$$
\begin{equation*}
S^{\mathrm{pr}}(X)=\frac{1}{\sqrt{X}} \sum_{p \nmid N_{\pi}}(\log p) \lambda_{\pi}(p) F(p / X), \tag{3.22}
\end{equation*}
$$

over prime numbers $p$. Note that we leave out the terms for $p$ dividing the conductor, although unlike the case of sums over integers, here it makes little difference.

To simplify the discussion we will assume that $\pi$ is self-dual and satisfies the Ramanujan conjecture, although these restrictions may likely be removed in what follows. Also, it suffices to consider $\pi$ cuspidal, as the $L$-functions of interest to us are products of cuspidal ones; note that $S^{\mathrm{pr}}(X)$ for a product $L$-function is the sum of $S^{\operatorname{pr}}(X)$ for the individual factors.

Proceeding, let $L_{S}(s, \pi)=\prod_{p \nmid N_{\pi}} L_{p}(s, \pi)$ be the partial $L$-function with $S$ the set of primes dividing $N_{\pi}$. Each local factor for $p \notin S$ may be written in terms of Satake parameters

$$
\begin{equation*}
L_{p}(s, \pi)=\prod_{i=1}^{r}\left(1-\alpha_{\pi}^{(i)}(p) p^{-s}\right)^{-1} \tag{3.23}
\end{equation*}
$$

so that

$$
\begin{equation*}
-\frac{L_{p}^{\prime}}{L_{p}}(s, \pi)=\sum_{i=1}^{r} \frac{\alpha_{\pi}^{(i)}(p)(\log p) p^{-s}}{1-\alpha_{\pi}^{(i)}(p) p^{-s}}=(\log p) \sum_{k=1}^{\infty} \sum_{i=1}^{r} \alpha_{\pi}^{(i)}(p)^{k} p^{-k s} . \tag{3.24}
\end{equation*}
$$

Now the first term is $\sum_{i=1}^{r} \alpha_{\pi}^{(i)}(p) p^{-s}=\lambda_{\pi}(p) p^{-s}$. Also,

$$
\begin{equation*}
\operatorname{Tr} \operatorname{Sym}^{2} \operatorname{diag}\left(\alpha_{\pi}^{(1)}(p), \ldots, \alpha_{\pi}^{(r)}(p)\right)=\sum_{i=1}^{r} \alpha_{\pi}^{(i)}(p)^{2}+\sum_{1 \leq i<j \leq r} \alpha_{\pi}^{(i)}(p) \alpha_{\pi}^{(j)}(p) \tag{3.25}
\end{equation*}
$$

and

$$
\begin{equation*}
\operatorname{Tr} \wedge^{2} \operatorname{diag}\left(\alpha_{\pi}^{(1)}(p), \ldots, \alpha_{\pi}^{(r)}(p)\right)=\sum_{1 \leq i<j \leq r} \alpha_{\pi}^{(i)}(p) \alpha_{\pi}^{(j)}(p) \tag{3.26}
\end{equation*}
$$

so that

$$
\begin{equation*}
\sum_{i=1}^{r} \alpha_{\pi}^{(i)}(p)^{2}=\operatorname{Tr} \operatorname{Sym}^{2} \operatorname{diag}\left(\alpha_{\pi}^{(1)}(p), \ldots, \alpha_{\pi}^{(r)}(p)\right)-\operatorname{Tr} \wedge^{2} \operatorname{diag}\left(\alpha_{\pi}^{(1)}(p), \ldots, \alpha_{\pi}^{(r)}(p)\right), \tag{3.27}
\end{equation*}
$$

which we write in the more compact form $\lambda_{\operatorname{Sym}^{2} \pi}(p)-\lambda_{\wedge^{2} \pi}(p)$. Thus, (3.24) is

$$
\begin{equation*}
-\frac{L_{p}^{\prime}}{L_{p}}(s, \pi)=(\log p)\left(\lambda_{\pi}(p) p^{-s}+\left(\lambda_{\operatorname{Sym}^{2} \pi}(p)-\lambda_{\wedge^{2} \pi}(p)\right) p^{-2 s}+\left(\text { terms of order } p^{-3 s}\right)\right) . \tag{3.28}
\end{equation*}
$$

Summing over $p$, we get

$$
\begin{equation*}
\sum_{p \notin S}(\log p) \lambda_{\pi}(p) p^{-s}=-\frac{L_{S}^{\prime}}{L_{S}}(s, \pi)+\frac{L_{S}^{\prime}}{L_{S}}\left(2 s, \operatorname{Sym}^{2} \pi\right)-\frac{L_{S}^{\prime}}{L_{S}}\left(2 s, \wedge^{2} \pi\right)+(\text { error }) \tag{3.29}
\end{equation*}
$$

with error term analytic in $\Re s>1 / 3$.
Next, by the work of Bump and Friedberg [10] and Bump and Ginzburg [11], the partial $L$-functions $L_{S}\left(2 s, \wedge^{2} \pi\right)$ and $L_{S}\left(2 s, \mathrm{Sym}^{2} \pi\right)$ are analytic, except that one of them has a simple pole at $s=1 / 2$. Further, Shahidi [44] showed that their product $L_{S}(2 s, \pi \times \pi)$ does not vanish on the line $\Re s=1 / 2$. Therefore, the corresponding terms of (3.29) are analytic in $\Re s \geq 1 / 2$, again except for a simple pole at $s=$ $1 / 2$. Integrating over $s$ and applying the Wiener-Ikehara theorem, we thus have the following explicit formula.

Theorem 3.5. There is an integer $m$ (depending on $\pi$ ) such that

$$
\begin{equation*}
S^{\mathrm{pr}}(X)=\frac{m}{2} \widetilde{F}(1 / 2)-\sum_{\rho} \widetilde{F}(\rho) X^{\rho-1 / 2}+o(1) \tag{3.30}
\end{equation*}
$$

where the sum runs over all non-trivial zeros $\rho$ of $L(s, \pi)$, with multiplicity.

Corollary 3.6. Suppose that $L(s, \pi)$ satisfies the Riemann hypothesis, i.e. all of its
non-trivial zeros lie on the line $\Re s=1 / 2$. Then

$$
\begin{equation*}
S^{\operatorname{pr}}(X)=O(1) \tag{3.31}
\end{equation*}
$$

## Remarks.

1. While there are known effective zero-free regions for $L(s, \pi \times \pi)$, they yield very weak estimates for the error in Theorem 3.5 that are likely far from the truth. In fact, one expects that $L(s, \pi \times \pi)$ itself satisfies a Riemann hypothesis, so that the error term decays as a power of $X$ and is small when $X$ is larger than the conductor.
2. The integer $m$ is an artifact that comes from summing over primes rather than all prime powers. Instead of estimating the higher order terms, one could include them in the definition of $S^{\mathrm{pr}}(X)$.
3. When $F$ is a Schwartz function, the sum over zeros $\rho$ is very small unless $L(s, \pi)$ happens to have a zero of low height. Therefore, to use Corollary 3.6 as a practical test of the Riemann hypothesis, in this situation (and only this situation, we hasten to add) it makes sense to use a function $F$ which is not smooth so that the decay of $\widetilde{F}$ is not too great. For example, we may take

$$
\begin{equation*}
S^{\mathrm{pr}}(X)=\frac{1}{\sqrt{X}} \sum_{p \nmid N_{\pi}, p \leq X}(\log p) \lambda_{\pi}(p)(1-p / X), \tag{3.32}
\end{equation*}
$$

which corresponds to the choice $\widetilde{F}(s)=1 / s(s+1)$. Corollary 3.6 remains valid in this case.

We computed $S^{\text {pr }}(X)$ using the definition (3.32) for the example curves from Chapter 2; the results are shown in Figures 3.3 and 3.4 below. Note that each function oscillates around a non-zero value for large $X$, although those of Figure
3.4 do not reach their true size until $X$ is large, due to the extra factor of 16 in the conductor. If the $L$-function does not vanish at $1 / 2$ then that reflects the term $\frac{m}{2} \widetilde{F}(1 / 2)=\frac{2}{3} m$; e.g. the example 18690 a appears to oscillate around $2 / 3$, so we may guess that $m=1$. (We will verify in Chapter 5 that $L(1 / 2)>0$ in this case.) None of the graphs appears to grow significantly, and thus it is likely that the $L$-functions have no low-lying counter examples to the Riemann hypothesis. On the other hand, their oscillations do not decay either, which indicates the presence of zeros on the line $\Re s=1 / 2$.



Figure 3.4: $S^{\operatorname{pr}}(X)$ for elliptic curves over $\mathbb{Q}(\sqrt{-1})$

## Chapter 4

## The analytic conductor

Let $\mathcal{F}(N)$ be the family of polynomials

$$
\begin{equation*}
\mathcal{F}(N)=\left\{f_{0}(x)(x-a) \mid a=1 \ldots N\right\}, \tag{4.1}
\end{equation*}
$$

where $f_{0}(x)$ is a fixed square-free polynomial of degree at least 2 , with integer coefficients. For $f \in \mathcal{F}(N)$, let

$$
\begin{equation*}
L(s, f)=\sum_{n=1}^{\infty} \lambda_{f}(n) n^{-s} \tag{4.2}
\end{equation*}
$$

be the partial Hasse-Weil $L$-function associated to the curve $y^{2}=f(x)$, without the Euler factors at primes of bad reduction, i.e. we take $\lambda_{f}(n)=0$ when $(n, 2 \Delta(f)) \neq 1$. Further, let $S_{f}(X)$ be the smooth sum

$$
\begin{equation*}
S_{f}(X)=\frac{1}{\sqrt{X}} \sum_{n=1}^{\infty} \lambda_{f}(n) F(n / X) \tag{4.3}
\end{equation*}
$$

where $F$ is a given Schwartz function on $(0, \infty)$.
Theorem 3.2 of the last chapter shows that if $L(s, f)$ is modular then $S_{f}\left(|\Delta(f)|^{\sigma}\right)$ decays when $\sigma$ is larger than 1 . (The precise point of decay depends on the archimedean parameters, but these are constant over the family.) Conversely, we expect, and the numerical examples of Chapter 3 demonstrate, that the decay typically does not
start when $\sigma$ is much smaller than 1 . While such a statement is likely out of reach, we obtain in this chapter a lower bound $\delta>0$ such that many of the $S_{f}$ from our chosen family do not start decaying until $\sigma \geq \delta$. Precisely, we have

Theorem 4.1. There are positive constants $c$ and $\delta$ such that

$$
\begin{equation*}
\#\left\{f \in \mathcal{F}(N)\left|\left|S_{f}(X)\right|>c \text { for some } X \geq|\Delta(f)|^{\delta}\right\} \gg \frac{N}{\log N}\right. \tag{4.4}
\end{equation*}
$$

The constants $c$ and $\delta$, and the implied constant in the theorem all depend on the choice of $f_{0}$. Such dependence is assumed implicitly throughout.

The proof goes as follows. We study the second and fourth moments of $S_{f}(X)$, summed over the family. As it turns out, there is a small gain to be had in the fourth moment calculation if we assume that the smoothing function $F(x)$ is balanced, in the sense that

$$
\begin{equation*}
\int_{0}^{\infty} \frac{F(x)}{\sqrt{x}} d x=0 \tag{4.5}
\end{equation*}
$$

There is no loss of generality since we may replace our given $F$ by $F(x)-\sqrt{2} F(2 x)$, which satisfies (4.5); this amounts to studying $S_{f}(X)-S_{f}(X / 2)$ in place of $S_{f}(X)$. Note that whenever this quantity is large at $X$, the original $S_{f}$ must be large at either $X$ or $X / 2$.

For balanced $F$, we obtain a lower bound of $c_{1} N$ for the second moment and an upper bound $c_{2} N \log X$ for the fourth. Of course, these estimates will not hold unconditionally; we will require $1 \ll X \ll N^{\alpha}$ for some positive constant $\alpha$. Since $\Delta(f)$ is a polynomial in the parameter $a$, we may thus let $X$ range up to a power $|\Delta(f)|^{\delta}$.

Assuming the estimates for now, for a fixed $X$, let $T$ be the set

$$
\begin{equation*}
\left\{f \in \mathcal{F}(N)\left|\left|S_{f}(X)\right|>\sqrt{c_{1} / 2}\right\} .\right. \tag{4.6}
\end{equation*}
$$

Then, removing the contribution to the second moment from the terms outside of $T$ and applying the Schwarz inequality, we have

$$
\begin{equation*}
\frac{c_{1}}{2} N \leq \sum_{f \in T} S_{f}(X)^{2} \leq \sqrt{\sum_{f \in T} S_{f}(X)^{4}} \sqrt{\sum_{f \in T} 1} \leq \sqrt{c_{2} N(\log X) \# T} \tag{4.7}
\end{equation*}
$$

Thus,

$$
\begin{equation*}
\# T \geq \frac{c_{1}^{2}}{4 c_{2}} \frac{N}{\log X} \gg \frac{N}{\log N} \tag{4.8}
\end{equation*}
$$

To complete the proof, we turn to the evaluation of the moments.

### 4.1 A general moment formula

The $r$ th moment of $S_{f}(X)$ is

$$
\begin{equation*}
\sum_{f \in \mathcal{F}(N)} S_{f}(X)^{r}=\sum_{f \in \mathcal{F}(N)}\left(\frac{1}{\sqrt{X}} \sum_{n=1}^{\infty} \lambda_{f}(n) F(n / X)\right)^{r} \tag{4.9}
\end{equation*}
$$

Writing the inner sum as an integral of the Mellin transform $\widetilde{F}$ of $F$, this is

$$
\begin{align*}
& \sum_{f \in \mathcal{F}(N)}\left(\int_{\Re s \gg 1} X^{s-1 / 2} L(s, f) \widetilde{F}(s) \frac{d s}{2 \pi i}\right)^{r}  \tag{4.10}\\
& =\int_{\Re s_{1} \gg 1} \cdots \int_{\Re s_{r} \gg 1} X^{s_{1}+\ldots+s_{r}-r / 2} \sum_{f \in \mathcal{F}(N)} L\left(s_{1}, f\right) \cdots L\left(s_{r}, f\right) \widetilde{F}\left(s_{1}\right) \cdots \widetilde{F}\left(s_{r}\right) \frac{d s_{1}}{2 \pi i} \cdots \frac{d s_{r}}{2 \pi i} .
\end{align*}
$$

Now,

$$
\begin{equation*}
\sum_{f \in \mathcal{F}(N)} L\left(s_{1}, f\right) \cdots L\left(s_{r}, f\right)=\sum_{n_{1}, \ldots, n_{r}} \sum_{a=1}^{N} \lambda_{f_{a}}\left(n_{1}\right) \cdots \lambda_{f_{a}}\left(n_{r}\right) n_{1}^{-s_{1}} \cdots n_{r}^{-s_{r}}, \tag{4.11}
\end{equation*}
$$

where $f_{a}(x)=f_{0}(x)(x-a)$. Note that $\lambda_{f_{a}}(n)$ depends only on $a$ modulo $n$. Thus, we
may break the inner sum of (4.11) into periods modulo $n_{1} \cdots n_{r}$ :

$$
\begin{equation*}
\sum_{n_{1}, \ldots, n_{r}}\left(\frac{N}{n_{1} \cdots n_{r}} \sum_{a\left(n_{1} \cdots n_{r}\right)} \lambda_{f_{a}}\left(n_{1}\right) \cdots \lambda_{f_{a}}\left(n_{r}\right)+R_{N}\left(n_{1}, \ldots, n_{r}\right)\right) n_{1}^{-s_{1}} \cdots n_{r}^{-s_{r}} \tag{4.12}
\end{equation*}
$$

Here the error term $R_{N}\left(n_{1}, \ldots, n_{r}\right)$ is bounded as $O_{\epsilon}\left(\left(n_{1} \cdots n_{r}\right)^{1+\epsilon}\right)$, independently of $N$. Thus, the contribution of this term to (4.10) is at most $O_{r, \epsilon}\left(X^{3 r / 2+\epsilon}\right)$. (One expects that it is in fact $O_{r, \epsilon}\left(X^{r+\epsilon}\right)$, but we will not need this.)

The main term of (4.12) is

$$
\begin{equation*}
N \sum_{n=1}^{\infty} \sum_{n_{1} \cdots n_{r}=n} \sum_{a(n)} \lambda_{f_{a}}\left(n_{1}\right) \cdots \lambda_{f_{a}}\left(n_{r}\right) n_{1}^{-\left(s_{1}+1\right)} \cdots n_{r}^{-\left(s_{r}+1\right)}=N \sum_{n=1}^{\infty} A\left(n ; s_{1}, \ldots, s_{r}\right), \tag{4.13}
\end{equation*}
$$

where $A\left(n ; s_{1}, \ldots, s_{r}\right)$ is defined by this equation. By the Chinese Remainder Theorem, $A$ is multiplicative in $n$. Therefore, (4.13) may be written as the Euler product

$$
\begin{equation*}
N \prod_{p}\left(1+\sum_{k=1}^{\infty} A\left(p^{k} ; s_{1}, \ldots, s_{r}\right)\right) . \tag{4.14}
\end{equation*}
$$

Let $L_{p}(s, f)$ denote the local factor of the $L$-function $L(s, f)$ at the prime $p$. Then the local factors of (4.14) are related to the $L_{p}(s, f)$ by

$$
\begin{equation*}
1+\sum_{k=1}^{\infty} A\left(p^{k} ; s_{1}, \ldots, s_{r}\right)=\frac{1}{p} \sum_{a(p)} L_{p}\left(s_{1}, f_{a}\right) \cdots L_{p}\left(s_{r}, f_{a}\right) . \tag{4.15}
\end{equation*}
$$

Now, we would like to meromorphically continue (4.14) and evaluate (4.10) by shifting contours to the left. As it turns out, the main term will come from poles near $s_{i}=1 / 2$. In view of (4.15), the only obstructions to the product converging for $\Re s_{i}>1 / 3$ are the terms

$$
\begin{equation*}
A\left(p ; s_{1}, \ldots, s_{r}\right)=\left(\frac{1}{p} \sum_{a(p)} \lambda_{f_{a}}(p)\right)\left(p^{-s_{1}}+\ldots+p^{-s_{r}}\right) \tag{4.16}
\end{equation*}
$$

and

$$
\begin{align*}
A\left(p^{2} ; s_{1}, \ldots, s_{r}\right)= & \left(\frac{1}{p} \sum_{a(p)} \lambda_{f_{a}}\left(p^{2}\right)\right)\left(p^{-2 s_{1}}+\ldots+p^{-2 s_{r}}\right) \\
& +\left(\frac{1}{p} \sum_{a(p)} \lambda_{f_{a}}(p)^{2}\right) \sum_{1 \leq i<j \leq r} p^{-\left(s_{i}+s_{j}\right)} . \tag{4.17}
\end{align*}
$$

For these terms we have

## Lemma 4.2.

i. $\sum_{a(p)} \lambda_{f_{a}}(p)^{2}=p+O(1)$,
ii. $\sum_{a(p)} \lambda_{f_{a}}(p)=O(1)$,
iii. $\sum_{a(p)} \lambda_{f_{a}}\left(p^{2}\right)=O(1)$.

Proof. Note first that if $p$ divides $2 \Delta\left(f_{0}\right)$ then all sums are trivially 0 . There are only finitely many such primes, and we may take the implied constant in $i$ large enough to cover these cases. Hence, assume that $p$ does not divide $2 \Delta\left(f_{0}\right)$.
$i$. If $f_{a}$ is not divisible by a square modulo $p$, we have

$$
\begin{equation*}
\lambda_{f_{a}}(p)^{2}=\frac{1}{p} \sum_{x, y(p)}\left(\frac{f_{0}(x) f_{0}(y)}{p}\right)\left(\frac{(x-a)(y-a)}{p}\right) . \tag{4.18}
\end{equation*}
$$

If $f_{a}$ is divisible by a square modulo $p$, then $\lambda_{f_{a}}(p)=0$. This happens precisely when $a \in Z_{p}\left(f_{0}\right)$, the set of roots of $f_{0}$ modulo $p$. Thus, the sum in $i$ is

$$
\begin{equation*}
\frac{1}{p} \sum_{x, y(p)}\left(\frac{f_{0}(x) f_{0}(y)}{p}\right) \sum_{a(p)}\left(\frac{(x-a)(y-a)}{p}\right)-\sum_{a \in Z_{p}\left(f_{0}\right)}\left(\frac{1}{\sqrt{p}} \sum_{x(p)}\left(\frac{f_{0}(x)(x-a)}{p}\right)\right)^{2} \tag{4.19}
\end{equation*}
$$

Now, as we see by counting points on the conic $Y^{2}=(x-X)(y-X)$,

$$
\begin{equation*}
\sum_{a(p)}\left(\frac{(x-a)(y-a)}{p}\right)=-1+p \delta_{x=y} \tag{4.20}
\end{equation*}
$$

where $\delta_{x=y}=1$ if $x=y$, and 0 otherwise. Thus, (4.19) is

$$
\begin{equation*}
p-\left[\lambda_{f_{0}}(p)^{2}+\# Z_{p}\left(f_{0}\right)+\sum_{a \in Z_{p}\left(f_{0}\right)}\left(\frac{1}{\sqrt{p}} \sum_{x(p)}\left(\frac{f_{0}(x)(x-a)}{p}\right)\right)^{2}\right] . \tag{4.21}
\end{equation*}
$$

The quantity in brackets is bounded. Interestingly, we also see that the error term in $i$ is always $\leq 0$.
ii. We have similarly

$$
\begin{equation*}
\sum_{a(p)} \lambda_{f_{a}}(p)=\frac{-1}{\sqrt{p}} \sum_{x(p)}\left(\frac{f_{0}(x)}{p}\right) \sum_{(a) p}\left(\frac{x-a}{p}\right)+\sum_{a \in Z_{p}\left(f_{0}\right)} \frac{1}{\sqrt{p}} \sum_{x(p)}\left(\frac{f_{0}(x)(x-a)}{p}\right) . \tag{4.22}
\end{equation*}
$$

The first term above is 0 , and the second is evidently bounded.
iii. When $a \notin Z_{p}\left(f_{0}\right)$,

$$
\begin{equation*}
\lambda_{f_{a}}\left(p^{2}\right)=\frac{1}{2}\left(\lambda_{f_{a}}(p)^{2}-\frac{1}{p} \sum_{x \in \mathbb{F}_{p^{2}}} \chi\left(f_{a}(x)\right)\right), \tag{4.23}
\end{equation*}
$$

where $\chi: \mathbb{F}_{p^{2}}^{*} \rightarrow\{ \pm 1\}$ is the quadratic character $x \mapsto x^{\left(p^{2}-1\right) / 2}$, extended to $\mathbb{F}_{p^{2}}$ by setting $\chi(0)=0$. Summing over $a$ and applying part $i$, this yields

$$
\begin{equation*}
\sum_{a(p)} \lambda_{f_{a}}\left(p^{2}\right)=O(1)+\frac{1}{2}\left(p-\frac{1}{p} \sum_{x \in \mathbb{F}_{p^{2}}} \chi\left(f_{0}(x)\right) \sum_{a \in \mathbb{F}_{p} \backslash Z_{p}\left(f_{0}\right)} \chi(x-a)\right) \tag{4.24}
\end{equation*}
$$

Now, we extend the sum over $a$ to all of $\mathbb{F}_{p}$, introducing an error of $O(1)$. The complete sum $\sum_{a \in \mathbb{F}_{p}} \chi(x-a)$ is clearly $p-1$ when $x \in \mathbb{F}_{p}$. Moreover, for any $c \in \mathbb{F}_{p}^{*}$, and $d \in \mathbb{F}_{p}$,

$$
\begin{equation*}
\sum_{a \in \mathbb{F}_{p}} \chi((c x+d)-a)=\sum_{a \in \mathbb{F}_{p}} \chi(x-a) \tag{4.25}
\end{equation*}
$$

and thus the sum is constant for $x$ outside of $\mathbb{F}_{p}$. Summing over $x$, we see that it
equals -1 there. Therefore, (4.24) is

$$
\begin{align*}
O(1) & +\frac{1}{2}\left(p-\frac{1}{p} \sum_{x \in \mathbb{F}_{p^{2}}} \chi\left(f_{0}(x)\right)\left(-1+p \delta_{x \in \mathbb{F}_{p}}\right)\right)  \tag{4.26}\\
& =O(1)+\frac{1}{2}\left(\frac{1}{p} \sum_{x \in \mathbb{F}_{p^{2}}} \chi\left(f_{0}(x)\right)+p-\sum_{x \in \mathbb{F}_{p}} \chi\left(f_{0}(x)\right)\right)=O(1) .
\end{align*}
$$

Now, the estimates given in Lemma 4.2 say roughly that (4.16) is small and that (4.17) is close to

$$
\begin{equation*}
\sum_{1 \leq i<j \leq r} p^{-\left(s_{i}+s_{j}\right)} \tag{4.27}
\end{equation*}
$$

More precisely, (4.14) may be written as

$$
\begin{equation*}
N \prod_{1 \leq i<j \leq r} \zeta\left(s_{i}+s_{j}\right) \cdot \prod_{p}\left(\prod_{1 \leq i<j \leq r}\left(1-p^{-\left(s_{i}+s_{j}\right)}\right)\right)\left(1+\sum_{k=1}^{\infty} A\left(p^{k} ; s_{1}, \ldots, s_{r}\right)\right) \tag{4.28}
\end{equation*}
$$

with the product over $p$ convergent for $\Re s_{i}>1 / 3$. Thus, this expression meromorphically continues to $\Re s_{i}>1 / 3$, with simple poles at $s_{i}+s_{j}=1$ for $i \neq j$. Remarks.

1. We have been assuming that $\lambda_{f}(p)=0$ when $p$ divides $2 \Delta(f)$. The proof of Lemma 4.2 shows that this is not necessary, i.e. the conclusion of Theorem 4.1 is not changed if we have outside knowledge of some or all of the "correct" values of $\lambda_{f}(p)$ at primes of bad reduction.
2. We do not need the full strength of Lemma 4.2 for the subsequent argument to work. Theorem 4.1 will hold more generally for any family for which the Euler product in (4.28) analytically continues a small amount to the left of $\Re s_{i}=1 / 2$.

Next, we evaluate the main term of (4.10) for $r=2$ and $r=4$.

### 4.2 The second moment

The results of the previous section show that the second moment of $S_{f}(X)$ is

$$
\begin{equation*}
O_{\epsilon}\left(X^{3+\epsilon}\right)+N \int_{\Re s_{1} \gg 0} \int_{\Re s_{2} \gg 0} X^{s_{1}+s_{2}-1} \zeta\left(s_{1}+s_{2}\right) P\left(s_{1}, s_{2}\right) \widetilde{F}\left(s_{1}\right) \widetilde{F}\left(s_{2}\right) \frac{d s_{1}}{2 \pi i} \frac{d s_{2}}{2 \pi i}, \tag{4.29}
\end{equation*}
$$

where $P\left(s_{1}, s_{2}\right)$ is the Euler product

$$
\begin{equation*}
\prod_{p}\left(1-p^{-\left(s_{1}+s_{2}\right)}\right)\left(1+\sum_{k=1}^{\infty} A\left(p^{k} ; s_{1}, s_{2}\right)\right) \tag{4.30}
\end{equation*}
$$

convergent for $\Re s_{i}>1 / 3$.
Thanks to the rapid decay of $\widetilde{F}$ along vertical lines, we may shift the contours of (4.29) as we please, keeping track of the residues from any poles. Assume that the contours are arranged so that $\Re s_{1}$ and $\Re s_{2}$ are a small distance to the right of $1 / 2$. This is far enough to the right to not pick up any poles. Then, shifting the contour of $s_{1}$ to the left, we get a term from the pole at $s_{1}=1-s_{2}$,

$$
\begin{equation*}
N \int P\left(1-s_{2}, s_{2}\right) \widetilde{F}\left(1-s_{2}\right) \widetilde{F}\left(s_{2}\right) \frac{d s_{2}}{2 \pi i} \tag{4.31}
\end{equation*}
$$

and an error term of the same form as (4.29). We may estimate the error as $O_{\epsilon}\left(N X^{-1 / 3+\epsilon}\right)$ by shifting the contours of $s_{1}$ and $s_{2}$ appropriately close to $1 / 3$. As for the main term (4.31), it seems most natural to shift the contour to $\Re s_{2}=1 / 2$, since the integrand there is real. Further, then

$$
\begin{equation*}
\widetilde{F}\left(1-s_{2}\right) \widetilde{F}\left(s_{2}\right)=\left|\widetilde{F}\left(s_{2}\right)\right|^{2} \tag{4.32}
\end{equation*}
$$

and by equation (4.15) the local factors of $P\left(1-s_{2}, s_{2}\right)$ are

$$
\begin{equation*}
\left(1-p^{-1}\right) \frac{1}{p} \sum_{a(p)}\left|L_{p}\left(s_{2}, f_{a}\right)\right|^{2}>0 \tag{4.33}
\end{equation*}
$$

Thus, the integral in (4.31) is a strictly positive constant $c$.
Altogether, we have the asymptotic formula

$$
\begin{equation*}
\sum_{f \in \mathcal{F}(N)} S_{f}(X)^{2}=c N+O_{\epsilon}\left(N X^{-1 / 3+\epsilon}+X^{3+\epsilon}\right) \tag{4.34}
\end{equation*}
$$

Fixing $\epsilon<1 / 3$, we get a lower bound of the desired type when $1 \ll X \ll N^{1 /(3+\epsilon)}$.

### 4.3 The fourth moment

As for the second moment, it is possible to derive an asymptotic for any of the moments. For simplicity, we derive only an upper bound for the fourth.

We have so far that the fourth moment is

$$
\begin{equation*}
O_{\epsilon}\left(X^{6+\epsilon}\right)+N \int_{\Re s_{1} \gg 0} \cdots \int_{\Re s_{4} \gg 0} \prod_{1 \leq i<j \leq 4} \frac{1}{s_{i}+s_{j}-1} \cdot h\left(s_{1}, \ldots, s_{4}\right) \frac{d s_{1}}{2 \pi i} \cdots \frac{d s_{4}}{2 \pi i}, \tag{4.35}
\end{equation*}
$$

where $h\left(s_{1}, \ldots, s_{4}\right)$ is $X^{s_{1}+\ldots+s_{4}-2}$ times a symmetric function, holomorphic in $\Re s_{i}>$ $1 / 3$ and of rapid decay along vertical lines in each variable.

Now we proceed to shift the contours of (4.35). We first arrange the lines of integration so that $1 / 2<\Re s_{1}<\ldots<\Re s_{4}<1 / 2+\delta$, with $\delta$ small. For brevity of notation, put $g(s)=\frac{1}{s-1}$. In what follows there will be many terms involving $g$ and $h$, e.g. $g\left(2 s_{3}\right) g\left(s_{3}+s_{4}\right) h\left(s_{3}, 1-s_{3}, s_{3}, s_{4}\right)$. (At each stage, we write only the integrand.) In all cases, the arguments to $h$ will all be close in real part to $1 / 2$. As soon as the sum of the arguments to $h$ of any one term has real part $\leq 2$, we get a bound of $O(1)$ for that term by integrating the absolute value. In the final stages of
the argument, there will be terms involving derivatives of $h$ that arise from second order poles. Differentiating $h$ gives rise to the factor of $\log X$ that appears in the final answer.

In full detail, the function to be integrated is

$$
\begin{equation*}
g\left(s_{1}+s_{2}\right) g\left(s_{1}+s_{3}\right) g\left(s_{1}+s_{4}\right) g\left(s_{2}+s_{3}\right) g\left(s_{2}+s_{4}\right) g\left(s_{3}+s_{4}\right) h\left(s_{1}, s_{2}, s_{3}, s_{4}\right) \tag{4.36}
\end{equation*}
$$

We start by shifting the contour of $s_{1}$ to the left of $1 / 2$. We get three terms from the residues of the poles at $1-s_{2}, 1-s_{3}$, and $1-s_{4}$ :

| pole | residue |
| :---: | :---: |
| $s_{1}=1-s_{2}$ | $g\left(s_{2}+s_{3}\right) g\left(s_{2}+s_{4}\right) g\left(s_{3}+s_{4}\right) g\left(1-s_{2}+s_{3}\right) g\left(1-s_{2}+s_{4}\right) h\left(1-s_{2}, s_{2}, s_{3}, s_{4}\right)$ |
| $s_{1}=1-s_{3}$ | $g\left(s_{2}+s_{3}\right) g\left(s_{2}+s_{4}\right) g\left(s_{3}+s_{4}\right) g\left(1-s_{3}+s_{2}\right) g\left(1-s_{3}+s_{4}\right) h\left(1-s_{3}, s_{2}, s_{3}, s_{4}\right)$ |
| $s_{1}=1-s_{4}$ | $g\left(s_{2}+s_{3}\right) g\left(s_{2}+s_{4}\right) g\left(s_{3}+s_{4}\right) g\left(1-s_{4}+s_{2}\right) g\left(1-s_{4}+s_{3}\right) h\left(1-s_{4}, s_{2}, s_{3}, s_{4}\right)$ |

Once $s_{1}$ is far enough to the left of $1 / 2$, we bound the error term, as described above.
Next, we handle the terms of (4.37) separately. For the first term, we shift the line of $s_{3}$ to bring the argument sum to the left of 2 . For the second and third, we shift $s_{2}$. Note that for the third term we need only shift $s_{2}$ past the pole at $1-s_{3}$ to pass to the left of 2 . In total, we have six terms, with an error of $O(1)$ :

| pole | residue |
| :---: | :---: |
| $s_{3}=s_{2}$ | $g\left(2 s_{2}\right) g\left(s_{2}+s_{4}\right)^{2} g\left(1-s_{2}+s_{4}\right) h\left(1-s_{2}, s_{2}, s_{2}, s_{4}\right)$ |
| $s_{3}=1-s_{2}$ | $g\left(s_{2}+s_{4}\right) g\left(1-s_{2}+s_{4}\right)^{2} g\left(2-2 s_{2}\right) h\left(1-s_{2}, s_{2}, 1-s_{2}, s_{4}\right)$ |
| $s_{3}=1-s_{4}$ | $g\left(1-s_{4}+s_{2}\right) g\left(s_{2}+s_{4}\right) g\left(2-s_{2}-s_{4}\right) g\left(1-s_{2}+s_{4}\right) h\left(1-s_{2}, s_{2}, 1-s_{4}, s_{4}\right)$ |
| $s_{2}=1-s_{3}$ | $g\left(1-s_{3}+s_{4}\right)^{2} g\left(s_{3}+s_{4}\right) g\left(2-2 s_{3}\right) h\left(1-s_{3}, 1-s_{3}, s_{3}, s_{4}\right)$ |
| $s_{2}=1-s_{4}$ | $g\left(1-s_{4}+s_{3}\right) g\left(s_{3}+s_{4}\right) g\left(2-s_{3}-s_{4}\right) g\left(1-s_{3}+s_{4}\right) h\left(1-s_{3}, 1-s_{4}, s_{3}, s_{4}\right)$ |
| $s_{2}=1-s_{3}$ | $g\left(1-s_{3}+s_{4}\right) g\left(s_{3}+s_{4}\right) g\left(2-s_{3}-s_{4}\right) g\left(1-s_{4}+s_{3}\right) h\left(1-s_{4}, 1-s_{3}, s_{3}, s_{4}\right)$ |

We bound the terms of (4.38) with argument sum 2. Further, two of the remaining three terms are equal (by changing $s_{3}$ into $s_{2}$ ). Thus, we are down to two terms:

$$
\begin{equation*}
g\left(2 s_{2}\right) g\left(s_{2}+s_{4}\right)^{2} g\left(1-s_{2}+s_{4}\right) h\left(1-s_{2}, s_{2}, s_{2}, s_{4}\right) \tag{4.39}
\end{equation*}
$$

and

$$
\begin{equation*}
2 g\left(s_{2}+s_{4}\right) g\left(1-s_{2}+s_{4}\right)^{2} g\left(2-2 s_{2}\right) h\left(1-s_{2}, s_{2}, 1-s_{2}, s_{4}\right) . \tag{4.40}
\end{equation*}
$$

For term (4.40), we shift $s_{4}$ to left of the pole at $s_{2}$, with residue

$$
\begin{equation*}
\left.\frac{\partial}{\partial s_{4}} 2 g\left(s_{2}+s_{4}\right) g\left(2-2 s_{2}\right) h\left(1-s_{2}, s_{2}, 1-s_{2}, s_{4}\right)\right|_{s_{4}=s_{2}} . \tag{4.41}
\end{equation*}
$$

This residue involves a first-order derivative of $h$ and has argument sum 2, and thus is $O(\log X)$.

As for (4.39), we shift $s_{2}$ to the left, past the poles at $1 / 2$ and $1-s_{4}$ :

$$
\begin{equation*}
\frac{1}{2} g\left(\frac{1}{2}+s_{4}\right)^{3} h\left(\frac{1}{2}, \frac{1}{2}, \frac{1}{2}, s_{4}\right)+\left.\frac{\partial}{\partial s_{2}} g\left(2 s_{2}\right) g\left(1-s_{2}+s_{4}\right) h\left(1-s_{2}, s_{2}, s_{2}, s_{4}\right)\right|_{s_{2}=1-s_{4}} \tag{4.42}
\end{equation*}
$$

The second of these terms is again $O(\log X)$.
Now, the first term would ordinarily have a triple pole at $s=1 / 2$, and would thus be of size $(\log X)^{2}$. However, we saw that we may assume that the smoothing function $F$ is balanced, i.e. $\widetilde{F}(1 / 2)=0$. Then the first term vanishes.

This completes the proof that the fourth moment is $O_{\epsilon}\left(N \log X+X^{6+\epsilon}\right)$. For fixed $\epsilon$, this gives our upper bound when $X \ll N^{1 /(6+\epsilon)}$.

## Chapter 5

## Approximate functional equations

In this chapter we see how the approximate functional equation discussed in the introduction leads naturally to a non-linear regression problem and a more precise test of modularity than that of Chapter 3.

Our starting point is the proof of Theorem 3.1; there $\pi$ was an automorphic representation of $\mathrm{GL}_{r}\left(\mathbb{A}_{\mathbb{Q}}\right)$. To complete the proof we estimated (3.5). Here instead we reinterpret the integral as a smooth sum of Fourier coefficients. In order to make explicit the dependence on the smoothing function $F$, we write $S_{F}^{*}(X)$. Next, put $\widetilde{G}(s)=\widetilde{F}(1-s) \gamma(s, \widetilde{\pi}) / \gamma(1-s, \pi)$ and define $G(x)$ to have Mellin transform $\widetilde{G}(s)$. Changing $s$ into $1-s$, (3.5) becomes then

$$
\begin{equation*}
S_{F}^{*}(X)=\frac{\epsilon_{\pi}}{2 \pi i} \int L(s, \widetilde{\pi}) \widetilde{G}(s)\left(\frac{N_{\pi}}{X}\right)^{s-1 / 2} d s=\frac{\epsilon_{\pi}}{\sqrt{N_{\pi} / X}} \sum_{n=1}^{\infty} \lambda_{\tilde{\pi}}(n) G\left(n X / N_{\pi}\right) \tag{5.1}
\end{equation*}
$$

Thus, the functional equation yields a relation between smooth sums $S_{F}^{*}$ and $S_{G}^{*}$, with smoothing functions related by the generalized Bessel transformation $F \mapsto G$ defined above. This transformation is simplest when $\widetilde{F}(s)=\gamma(s, \pi)$, i.e. $F(x)=$ $F_{\pi}(x)$, for which we have $G(x)=\overline{F_{\pi}(x)}$. Since $\lambda_{\tilde{\pi}}(n)=\overline{\lambda_{\pi}(n)}$, (5.1) thus becomes

$$
\begin{equation*}
S_{F_{\pi}}^{*}(X)=\epsilon_{\pi} \overline{S_{F_{\pi}}^{*}\left(N_{\pi} / X\right)} \tag{5.2}
\end{equation*}
$$

Hence, if we write $X=N_{\pi}^{\sigma}$ as in Chapter 3, then $S_{F_{\pi}}^{*}$ satisfies a functional equation relating $\sigma$ to $1-\sigma$.

Throughout the remainder of this chapter we will use the smoothing function $F_{\pi}$ and again suppress it from the notation.

### 5.1 An optimization problem

Now, (5.2) is an exact equality and can be used with smaller values of $X$ than the tests of Chapter 3. However, it depends crucially on knowledge of all Euler factors. To handle partial $L$-functions, recall the setting of Section 3.2. There we defined the smooth sum $S(X)$ for a partial $L$-function, and saw the relation

$$
\begin{equation*}
S(X)=\sum_{n} \frac{c_{n}}{\sqrt{n}} S^{*}(X / n) \tag{5.3}
\end{equation*}
$$

where $\sum_{n} c_{n} n^{-s}=\prod_{p \mid N_{\pi}} L_{p}(s, \pi)^{-1}$ is the finite Dirichlet series equal to the product of missing local factor polynomials. There is an inverse identity to (5.3). Let $\Sigma_{\pi}$ denote the set of positive integers whose prime factors divide $N_{\pi}$. Then,

$$
\begin{equation*}
\sum_{n \in \Sigma_{\pi}} \lambda_{\pi}(n) n^{-s}=\prod_{p \mid N_{\pi}} L_{p}(s, \pi)=\frac{1}{\sum_{n} c_{n} n^{-s}} \tag{5.4}
\end{equation*}
$$

so that

$$
\begin{equation*}
S^{*}(X)=\sum_{n \in \Sigma_{\pi}} \frac{\lambda_{\pi}(n)}{\sqrt{n}} S(X / n) \tag{5.5}
\end{equation*}
$$

Substituting this expression into (5.2), we have

$$
\begin{equation*}
\sum_{n \in \Sigma_{\pi}} \frac{\lambda_{\pi}(n)}{\sqrt{n}} S(X / n)=\epsilon_{\pi} \sum_{n \in \Sigma_{\pi}} \frac{\overline{\lambda_{\pi}(n)}}{\sqrt{n}} S\left(N_{\pi} / n X\right) \tag{5.6}
\end{equation*}
$$

Next, recall that the local factors at primes $p \mid N_{\pi}$ are of degree at most $r-1$, so
they take the general form

$$
\begin{equation*}
L_{p}(s, \pi)=\left(1+x_{p}^{(1)} p^{-s}+\ldots+x_{p}^{(r-1)} p^{-(r-1) s}\right)^{-1} \tag{5.7}
\end{equation*}
$$

Thus, while there are an infinite number of unknown coefficients $\lambda_{\pi}(n)$ for $n \in \Sigma_{\pi}$, they are determined by the finitely many numbers $x_{p}^{(i)}$. Those numbers, together with $\epsilon_{\pi}$, may be viewed as the unique parameters that minimize

$$
\begin{equation*}
\sum_{X}\left|\sum_{n \in \Sigma_{\pi}} \frac{1}{\sqrt{n}}\left(\lambda_{\pi}(n) S(X / n)-\epsilon_{\pi} \overline{\lambda_{\pi}(n) S\left(N_{\pi} / n X\right)}\right)\right|^{2} \tag{5.8}
\end{equation*}
$$

where $X$ ranges over a collection of sample points. Further, the parameters are constrained by the Ramanujan bound $\left|x_{p}^{(i)}\right| \leq\binom{ r-1}{i}$, and $\left|\epsilon_{\pi}\right|=1$. Thus, (5.8) gives a bounded (non-linear) optimization problem, whose solution may be found to high accuracy in finite time, e.g. by Newton's method. (Note that the sum over $\Sigma_{\pi}$ is essentially finite, since $S(X / n)$ is very rapidly decreasing in $n$.)

The existence of a solution which makes (5.8) small gives evidence for the analytic continuation and functional equation of the $L$-function. The strength of that evidence depends on how over-determined the system is, in terms of the number of significant coefficients $\lambda_{\pi}(n)$ versus the range of sample points $X$. In practical terms, any function can be well-modeled as a linear combination of translates of another if enough coefficients are allowed. Thus, if there are many missing Euler factors for small primes (and thereby many choices for $\lambda_{\pi}(n)$ ) then such a solution would perhaps not be surprising even in the absence of a functional equation. Moreover, in that situation the solution space is large and the minimum not very stable, so that it can take a long time to locate it.

The answer to both problems, to make the evidence more convincing and to increase the system stability, is to add more data. That can be done by calculating more Fourier coefficients, increasing the range of possible sample points $X$. However,
a more efficient use of the data is possible by appealing to twisted functional equations. That is, we add data from the approximate functional equations of $L(s, \pi \times \chi)$ for Dirichlet characters $\chi$ of conductor $q$ relatively prime to $N_{\pi}$. Precisely, for those $L$-functions we consider in place of (5.8)

$$
\begin{equation*}
\sum_{X}\left|\sum_{n \in \Sigma_{\pi}} \frac{1}{\sqrt{n}}\left(\lambda_{\pi}(n) \chi(n) S_{\chi}(X / n)-\epsilon_{\pi \times \chi} \overline{\lambda_{\pi}(n) \chi(n) S_{\chi}\left(N_{\pi} q^{r} / n X\right)}\right)\right|^{2} \tag{5.9}
\end{equation*}
$$

where $S_{\chi}(X)=\frac{1}{\sqrt{X}} \sum_{\left(n, N_{\pi}\right)=1} \lambda_{\pi}(n) \chi(n) F_{\pi \times \chi}(n / X)$. For simplicity, we may choose $\chi$ unramified at $\infty$ so that $F_{\pi \times \chi}=F_{\pi}$; this is not an issue for the Hasse-Weil $L$-functions of genus 2 curves over $\mathbb{Q}$ or elliptic curves over $\mathbb{Q}(\sqrt{-1})$, since their $\Gamma$-factors can be expressed entirely in terms of $\Gamma_{\mathbb{C}}(s)=\Gamma_{\mathbb{R}}(s) \Gamma_{\mathbb{R}}(s+1)$ (see below), which is invariant under twisting by a character over $\mathbb{Q}$. Note that only finitely many twists yield new data, since by twisting the conductor is multiplied by a factor of $q^{r}$. However, if willing to change smoothing functions, one may also consider higher rank twists or functorial transfers; we will not pursue that possibility.

Although our basic philosophy is that modularity should be determined by a single twist, using many twists can be useful in this way computationally. The essential point that makes it work is that the coefficients of the twisted $L$-function are determined by those of the original, and thus the twisted functional equations do not introduce more variables. To that end, we also need to know the relationship between $\epsilon_{\pi}$ and $\epsilon_{\pi \times \chi}$, which is given in general in $[29,19]$. When $\pi$ has trivial central character and $\chi$ is unramified at $\infty$, we have simply

$$
\begin{equation*}
\epsilon_{\pi \times \chi}=\epsilon_{\chi}^{r} \chi\left(N_{\pi}\right) \epsilon_{\pi} \tag{5.10}
\end{equation*}
$$

where $\epsilon_{\chi}=\tau(\chi) / \sqrt{q}$ is the $\epsilon$-factor of $L(s, \chi)$.

### 5.2 More notes on computation

The problem of efficiently computing values of the $K$-Bessel function $K_{\nu}(x)$ is classic; Whittaker and Watson [58] list a dozen or so formulas related to it. They can be divided into four types: integral representations, power series for small $x$, asymptotics for large $x$, and differential equations and recursion relations. In this section we describe briefly how to generalize such results to the inverse Mellin transform

$$
\begin{equation*}
F(x)=\frac{1}{2 \pi i} \gamma(1)^{-1} \int \gamma(s) x^{-s} d s \tag{5.11}
\end{equation*}
$$

of a general $\Gamma$-factor $\gamma(s)=\prod_{i=1}^{r} \Gamma_{\mathbb{R}}\left(s+\mu^{(i)}\right)$, which is needed to carry out the test described above. The factor $\gamma(1)^{-1}$ is a normalization that amounts to insisting $\int_{0}^{\infty} F(x) d x=1$ and thus avoids any question of the proper normalization of $\gamma(s)$. As we will see, the latter three types of formulas correspond to the behaviour of $\gamma(s)$ in the left and right half-planes and its recursion relations. (See also [3] for a discussion of such Mellin transforms in connection with high moments of $\zeta(s)$ and a formulation of the Lindelöf hypothesis in terms of smooth sums.)

First, for small $x$, consider the simplest of all such functions,

$$
\begin{equation*}
e^{-x}=\frac{1}{2 \pi i} \int \Gamma(s) x^{-s} d s \tag{5.12}
\end{equation*}
$$

with the contour initially a vertical line far to the right. Shifting the contour to the left, we pick up contributions from the poles of $\Gamma(s)$ at integers $s=-k$, with residues $(-1)^{k} / k!$. Thus, we recover the MacLaurin series

$$
\begin{equation*}
e^{-x}=\sum_{k=0}^{\infty} \frac{(-1)^{k}}{k!} x^{k} \tag{5.13}
\end{equation*}
$$

More generally, from the poles of $\gamma(s)$, which may have multiplicity, we get a
power and $\log$ series of the form

$$
\begin{equation*}
F(x)=\frac{1}{2 \pi i} \gamma(1)^{-1} \int \gamma(s) x^{-s} d s=\sum_{\nu} P_{\nu}(\log x) x^{\nu} \tag{5.14}
\end{equation*}
$$

where $-\nu$ ranges over the discrete set of poles of $\gamma(s)$ and $P_{\nu}$ is a polynomial of degree at most $r-1$.

In order to evaluate the terms of (5.14), we need the Laurent series expansion of the $\Gamma$ function about an arbitrary point in the complex plane. This is obtained in a straightforward manner from the Weierstrass expansion

$$
\begin{equation*}
-\frac{\Gamma^{\prime}}{\Gamma}(s)=\frac{1}{s}+\gamma+\sum_{n=1}^{\infty}\left(\frac{1}{n+s}-\frac{1}{n}\right) \tag{5.15}
\end{equation*}
$$

where $\gamma=0.577 \ldots$ is Euler's constant. In particular, for the Hasse-Weil $L$-function of a curve, the local representation at the infinite places is of Hodge type, meaning that, up to a shift, the archimedean parameters $\mu^{(i)}$ are integers. For both genus 2 curves over $\mathbb{Q}$ and elliptic curves over an imaginary quadratic field, we have simply $\gamma(s)=\Gamma_{\mathbb{C}}(s+1 / 2)^{2}$, where $\Gamma_{\mathbb{C}}(s)=2(2 \pi)^{-s} \Gamma(s)$, for which (5.15) leads to the Laurent series

$$
\begin{align*}
\Gamma_{\mathbb{C}}(s)=\frac{(-2 \pi)^{k}}{k!} \frac{2}{s+k} \exp & {\left[\left(\sum_{n=1}^{k} \frac{1}{n}-\gamma-\log 2 \pi\right)(s+k)\right.} \\
& \left.+\sum_{j=2}^{\infty} \frac{1}{j}\left((-1)^{j} \zeta(j)+\sum_{n=1}^{k} \frac{1}{n^{j}}\right)(s+k)^{j}\right] . \tag{5.16}
\end{align*}
$$

For later examples it will be helpful to handle any $\Gamma$-factor that is a product of $\Gamma_{\mathbb{R}}(s)$ and $\Gamma_{\mathbb{R}}(s+1)$. Laurent expansions of these can be obtained easily from (5.16) and the Legendre duplication formula

$$
\begin{equation*}
\Gamma\left(\frac{s}{2}\right) \Gamma\left(\frac{s+1}{2}\right)=2^{-s} \Gamma(s) . \tag{5.17}
\end{equation*}
$$

Next, we consider $x$ large. In the right half-plane, any $\Gamma$ factor of degree $r$ looks roughly (up to a power of $s$ ) like $(\pi r)^{-r s / 2} \Gamma(r s / 2)$. More precisely, Stirling's formula yields

$$
\begin{equation*}
\gamma(s)=\prod_{i=1}^{r} \Gamma_{\mathbb{R}}\left(s+\mu^{(i)}\right)=\sqrt{r 2^{r-1}}(\pi r)^{-(r s+\mu) / 2} \Gamma\left(\frac{r s+\mu}{2}\right)\left(1+O\left(\frac{1}{s}\right)\right) \tag{5.18}
\end{equation*}
$$

where $\mu=1+\sum_{i=1}^{r}\left(\mu^{(i)}-1\right)$. This leads to the asymptotic

$$
\begin{equation*}
F(x) \sim \frac{1}{2 \pi i} \int \sqrt{r 2^{r-1}}(\pi r)^{-(r s+\mu) / 2} \Gamma\left(\frac{r s+\mu}{2}\right) x^{-s} d s=\sqrt{\frac{2^{r+1}}{r}} x^{\mu / r} e^{-\pi r x^{2 / r}} \tag{5.19}
\end{equation*}
$$

It is not immediately clear from (5.18) and (5.19) that the error term is small, but that may be rigorously verified by the method of stationary phase.

Note that the decay of (5.19) is subexponential for $r>2$. Because of this, and for later use in estimating error terms, it is natural to consider $F$ in terms of the variable $y=\pi r x^{2 / r} ;(5.19)$ then takes the simple form of a constant times $y^{\mu / 2} e^{-y}$. By using more terms from Stirling's series in (5.18), we may also obtain more terms in the asymptotic expansion of $F$, in powers of $y^{-1}$.

Lastly, note that multiplication of $\gamma(s)$ by $s$ amounts to applying $-x \frac{d}{d x}$ to $F(x)$. Thus, from the recursion formula for $\Gamma, F$ satisfies the differential equation

$$
\begin{equation*}
\left[\prod_{i=1}^{r}\left(x \frac{d}{d x}-\mu^{(i)}\right)\right] F(x)=(-2 \pi)^{r} x^{2} F(x) . \tag{5.20}
\end{equation*}
$$

In terms of $y$, this becomes

$$
\begin{equation*}
\frac{d^{r} F}{d y^{r}}=(-1)^{r} F+\sum_{k=0}^{r-1} a_{k} y^{k-r} \frac{d^{k} F}{d y^{k}} \tag{5.21}
\end{equation*}
$$

with coefficients $a_{k}$ defined recursively by

$$
\begin{equation*}
\left(k-r \mu^{(1)} / 2\right) \cdots\left(k-r \mu^{(r)} / 2\right)+a_{0}+a_{1} k+a_{2} k(k-1)+\ldots+a_{k} k!=0 . \tag{5.22}
\end{equation*}
$$

This may be viewed as a perturbation of the equation $\frac{d^{r} F}{d y^{r}}=(-1)^{r} F$, to which $C e^{-y}$ is the unique solution of fastest decay.

Moreover, using the differential equation it is possible to express all derivatives of $F$ in terms of $F, \frac{d F}{d y}, \ldots, \frac{d^{r-1} F}{d y^{r-1}}$. Thus, the Taylor series for $F$ around any point is determined by its first $r$ terms. That suggests an algorithm for computing $F$ by numerically solving the differential equation. Namely, starting with an initial set of values for the first $r$ derivatives of $F$ at some $y_{0}$, we obtain a Taylor series with which we compute the first $r$ derivatives at $y_{0}+h$ for a small increment $h$. Repeating this procedure we get Taylor expansions for $F$ about a lattice of points, which is useful for later rapid evaluation.

It makes sense to work with the variable $y$ rather than $x$, since the Taylor series for $e^{-y}$ has the same rate of convergence around all points. That will be true for $F$ as well when $y$ is large, where its behaviour is controlled by the asymptotic. Since $F$ may have a singularity at 0 , the method becomes inefficient for small $y$, and it is better to use the power and log series expansion there. Also, because we are searching for the solution of most rapid decay to the differential equation, to avoid rampant error from other solutions it is best to start with a large value of $y$, with initial terms perhaps chosen from the asymptotic, and work downwards.

### 5.3 Results

We applied the regression analysis discussed above to the partial $L$-functions computed in Chapter 2. In all cases we found parameter values $x_{p}^{(i)}$ that made (5.8) zero to within the accuracy of the computation (about 12 decimals). The partially recov-

| $p$ | approximate local factor polynomial at $p$ | factorization |
| ---: | :--- | :--- |
|  | curve 277a, $N=277, \epsilon=1:$ |  |
| 277 | $1-7.0000000000 t+268.998 t^{2}+? t^{3}$ | $(1+t)\left(1-8 t+277 t^{2}\right)$ |
| 7 | curve 1757a, $N=1757, \epsilon=-1:$ |  |
| 7 | $1+2.0000000000 t+4.0000000000 t^{2}-7.0000000000 t^{3}$ | $(1-t)\left(1+3 t+7 t^{2}\right)$ |
| 251 | $1-11.0000000000 t+239.00000003 t^{2}+? t^{3}$ | $(1+t)\left(1-12 t+251 t^{2}\right)$ |
|  | curve 9136a, $N=1142, \epsilon=1:$ |  |
| 2 | $1-1.0000000000 t+2.0000000000 t^{2}-2.0000000000 t^{3}$ | $(1-t)\left(1+2 t^{2}\right)$ |
| 571 | $1+3.0000000000 t-567.0000007 t^{2}+? t^{3}$ | $(1-t)\left(1+4 t+571 t^{2}\right)$ |
|  | curve $18690 \mathrm{a}, N=18690, \epsilon=1:$ |  |
| 2 | $1-1.0000000000 t-0.0000000000 t^{2}+2.0000000000 t^{3}$ | $(1+t)\left(1-2 t+2 t^{2}\right)$ |
| 3 | $1-2.0000000000 t+4.0000000000 t^{2}-3.0000000000 t^{3}$ | $(1-t)\left(1-t+3 t^{2}\right)$ |
| 5 | $1-1.0000000000 t+5.0000000000 t^{2}-5.0000000000 t^{3}$ | $(1-t)\left(1+5 t^{2}\right)$ |
| 7 | $1+0.0000000000 t+6.0000000000 t^{2}-7.0000000000 t^{3}$ | $(1-t)\left(1+t+7 t^{2}\right)$ |
| 89 | $1+5.0000000000 t+83.000000000 t^{2}-88.999999997 t^{3}$ | $(1-t)\left(1+6 t+89 t^{2}\right)$ |

Table 5.1: Euler factors for genus 2 curves over $\mathbb{Q}$
ered local factors are listed in Tables 5.1 and 5.2 , with coefficients $x_{p}^{(i)} p^{i / 2}$ normalized to be integers. This extra arithmetic information was not used in the regression, so the fact that all coefficients are close to integers provides yet another verification of modularity. In Table 5.2 the entries at split primes $p=\mathfrak{p} \overline{\mathfrak{p}}$ are of smaller degree because in each case the curve has good reduction at one of $\mathfrak{p}$ or $\overline{\mathfrak{p}}$; only the part corresponding to the prime of bad reduction is listed. Note that the method only reproduces the Euler factorization over $\mathbb{Q}$, so that if a curve had bad reduction at both $\mathfrak{p}$ and $\overline{\mathfrak{p}}$ it would not be possible to distinguish the factors at those primes without more work.

Note also that not all coefficients could be recovered from the computed data; undetermined coefficients are identified in the tables with a ? mark. That is because the parameter $x_{p}^{(i)}$ only affects coefficients $\lambda_{\pi}(n)$ for $n$ at least $p^{i}$. As a rule of thumb, we found that with the coefficients for $n \leq M$ we could accurately recover all $x_{p}^{(i)}$ with $p^{i} \leq$ about $\frac{M}{3}$, and the accuracy trails off for larger $p^{i}$. This is more of an issue for curves of low conductor, for which proportionally fewer coefficients were computed. However, the polynomials that occur in Hasse-Weil zeta functions have

| $p$ | approximate local factor polynomial at $p$ |
| ---: | :--- |
|  | curve 233a, $N=16 \cdot 233, \epsilon=-1$ : |
| 233 | $1-1.0000000000 t$ |
| 7 | curve $3577 \mathrm{a}, N=16 \cdot 3577, \epsilon=-1$ : |
| 7 | $1-1.0000000000 t^{2}$ |
| 73 | $1-1.0000000000 t$ |
|  | curve $9657 \mathrm{a}, N=16 \cdot 9657, \epsilon=-1:$ |
| 3 | $1+1.0000000000 t^{2}$ |
| 29 | $1-1.0000000000 t$ |
| 37 | $1-1.0000000000 t$ |
|  | curve $16970 \mathrm{a}, N=16 \cdot 16970, \epsilon=-1:$ |
| 2 | $1+1.0000000000 t$ |
| 5 | $1-1.0000000000 t$ |
| 1697 | $1-1.0000000000 t$ |

Table 5.2: Euler factors for elliptic curves over $\mathbb{Q}(\sqrt{-1})$
certain limitations. The irreducible factors at primes of bad reduction for a curve of genus 2, for example, can only be $1 \pm t, 1+t^{2}$ or $1+a t+p t^{2}$ with $|a|<2 \sqrt{p}$ (and interestingly each of these types can be found in the extended tables in the appendix). Thus, in our case the numbers $x_{p}^{(1)}$ and $x_{p}^{(2)}$ are enough to completely recover the local factors; Table 5.1 also shows the factorization of each polynomial, even for those that have $x_{p}^{(3)}$ missing.

For about $10 \%$ of the curves tested the conductor was found to properly divide the discriminant. One of these is that of discriminant 9136 listed in Table 5.1; that fact could perhaps have been guessed from the pictures of Chapter 3. The genus 2 curve of discriminant $18690=2 \cdot 3 \cdot 5 \cdot 7 \cdot 89$ is also interesting since it has fifteen parameters $x_{p}^{(i)}$, the most of any of the examples. For that case, when multiplied out in terms of the parameters, (5.8) has more than 20 million significant terms. Despite that, the algorithm was able to recover efficiently the complete local factors.

Next, Figures 5.1 and 5.2 show graphs of $S^{*}\left(N^{\sigma}\right)$, where $N$ is the apparent conductor, computed using the reconstructed local factors. The symmetry present in each graph reflects the functional equation. Thus, in order to get any information about
the functional equation, it is plainly necessary to compute at least $\sqrt{N}$ coefficients of the $L$-series. It should be stressed, however, that $\sqrt{N}$ terms are not sufficient to verify analytic continuation, nor is it enough to give a cursory glance at the graph; the functional equation must be verified to a high degree of accuracy. That is because it is possible that the $L$-function satisfies the appropriate functional equation, yet has only meromorphic continuation. Note that a pole of the $L$-function at $s=1 / 2+i t$ with residue of size 1 would contribute an oscillation of amplitude roughly $e^{-\frac{\pi}{4} r|t|}$ to $S(X)$, due to the decay of the $\Gamma$-factor. On the other hand, cutting the $L$-series off at the $n$th term results in an error on the order of $e^{-\pi r(n / X)^{2 / r}}$. Taking $X=\sqrt{N}$, we see that to detect a pole with imaginary part $t$ requires about $\sqrt{|t / 4|^{r} N}$ terms. (This assumes the archimedean parameters are fixed; a finer analysis would include them as part of the analytic conductor.)

Other features can be read from the figures as well. For example, the area under each curve is proportional to $L(1 / 2) / \log N$, on the given scale. Thus, the Riemann hypothesis predicts that for those graphs that are even (so that $\epsilon=1$ ) there should typically be a bias toward positive values; this is easily seen in the figures. The four examples in Figure 5.2 all happen to have $\epsilon=-1$. According to the Birch-SwinnertonDyer conjecture, the rank of the Mordell-Weil group in each case is therefore odd; see [17] for many more computations of this nature. Also, comparing to the graphs from Chapter 3, using the smoothing function $F_{\pi}$ seems to take much of the "randomness" out of the picture. However, one should still think of $S^{*}(X)$ as random up to about $\sqrt{N}$, and indeed some examples from the appendix have more peaks; see also Chapter 7 where we consider examples of much larger conductor.





Figure 5.1: $S^{*}\left(N^{\sigma}\right)$ for curves of genus 2 over $\mathbb{Q}$


## Chapter 6

## A converse theorem

In this chapter we establish a generalization of the converse theorem of Weil [54]. We begin by recalling one version of Weil's result, adapted from [9].

Theorem 6.1 (Weil). Let $k$ and $N$ be a positive integers and $\psi$ a Dirichlet character modulo $N$, not necessarily primitive. Let

$$
\begin{equation*}
L(s, f)=\sum_{n=1}^{\infty} \lambda_{f}(n) n^{-s} \quad \text { and } \quad L(s, \widetilde{f})=\sum_{n=1}^{\infty} \lambda_{\tilde{f}}(n) n^{-s} \tag{6.1}
\end{equation*}
$$

with $\lambda_{f}(n), \lambda_{\tilde{f}}(n)=O\left(n^{\sigma}\right)$ for some sufficiently large real number $\sigma$. For primitive Dirichlet characters $\chi$, define

$$
\begin{equation*}
L(s, f \times \chi)=\sum_{n=1}^{\infty} \chi(n) \lambda_{f}(n) n^{-s}, \quad L(s, \tilde{f} \times \bar{\chi})=\sum_{n=1}^{\infty} \bar{\chi}(n) \lambda_{\widetilde{f}}(n) n^{-s} \tag{6.2}
\end{equation*}
$$

and

$$
\begin{align*}
& \Lambda(s, f \times \chi)=(2 \pi)^{-s} \Gamma\left(s+\frac{k-1}{2}\right) L(s, f \times \chi)  \tag{6.3}\\
& \Lambda(s, \tilde{f} \times \bar{\chi})=(2 \pi)^{-s} \Gamma\left(s+\frac{k-1}{2}\right) L(s, \tilde{f} \times \bar{\chi})
\end{align*}
$$

Let $S$ be a finite set of primes including those dividing $N$. Assume that whenever $\chi$
has conductor either 1 or a prime $q \notin S, \Lambda(s, f \times \chi)$ and $\Lambda(s, \tilde{f} \times \bar{\chi})$, originally defined for $\Re s$ sufficiently large,

1. have analytic continuation to all s,
2. are bounded in every vertical strip $\sigma_{1} \leq \Re s \leq \sigma_{2}$,
3. satisfy the functional equation

$$
\begin{equation*}
\Lambda(s, f \times \chi)=\epsilon(k, N, \psi, \chi)\left(q^{2} N\right)^{1 / 2-s} \Lambda(1-s, \tilde{f} \times \bar{\chi}) \tag{6.4}
\end{equation*}
$$

where $\epsilon(k, N, \psi, \chi)=i^{k} \chi(N) \psi(q) \frac{\tau(\chi)^{2}}{q}$.
Then $f(z)=\sum_{n=1}^{\infty} \lambda_{f}(n) n^{\frac{k-1}{2}} e(n z)$ is a cuspform for $\Gamma_{0}(N)$ and nebentype $\psi$, or by abuse of terminology, $L(s, f)$ is modular.

Theorem 6.1 may be generalized to require only finitely many twisted functional equations (with the number depending on $N$ and $k$ ), and may be extended to Maass forms and number fields [26]. The three basic conditions on the twisted $L$-functions are common to all versions. In what follows we show that one may weaken the conditions by allowing poles, with a few extra assumptions. Precisely, we have

Theorem 6.2. With notations as in Theorem 6.1, assume that
0. $L(s, f)$ is given by an Euler product, with the local factor at each prime $p$ the reciprocal of a polynomial in $p^{-s}$;

1'. for all primitive characters $\chi$, including those of composite conductor not necessarily relatively prime to $N, \Lambda(s, f \times \chi)$ and $\Lambda(s, \tilde{f} \times \bar{\chi})$ have meromorphic continuation to $\mathbb{C}$, with no poles outside of the strip $0<\Re s<1$, and

2'. are ratios of entire functions of finite order;

3'. for primitive $\chi$ of conductor 1 or a prime $q \notin S, \Lambda(s, f \times \chi)$ and $\Lambda(s, \tilde{f} \times \bar{\chi})$ satisfy the functional equation (6.4);
4. $L(s, f)$ has at most finitely many poles.

Then $L(s, f)$ is modular.
Remarks.

1. A similar result holds for Maass forms; see [4].
2. Condition 0 above is a technical requirement used in the passage between multiplicative and additive twists (see below). Granville has pointed out that one can get by with the weaker assumptions of 1 ' and 2 ' for imprimitive twists. On the other hand, condition 0 is automatic in most applications. Also, by requiring a precise Euler product, Conrey and Farmer [15] have shown that no twists are needed in the converse theorem for small level.
3. Note that $1^{\prime}, 2^{\prime}$ and $3^{\prime}$ for primitive twists of prime conductor reduce to conditions 1,2 and 3 of Theorem 6.1 when $L(s, f \times \chi)$ and $L(s, \tilde{f} \times \bar{\chi})$ are entire. The main improvement comes from the fact that while the weaker conditions $1^{\prime}, 2$ ' and $3^{\prime}$ are required for all $\chi$ as in Weil, condition 4 is only needed for a single twist.

Before beginning the proof of Theorem 6.2 , we discuss one application. Let $K / \mathbb{Q}$ be a finite Galois extension and $\rho: \operatorname{Gal}(K / \mathbb{Q}) \rightarrow \mathrm{GL}(V)$ a non-trivial irreducible complex representation of its Galois group. For each prime $p$ over $K$ one may choose a conjugacy class $\operatorname{Frob}_{p} \in \operatorname{Gal}(K / \mathbb{Q})$, up to action of the inertia subgroup $I_{p}$ (see [36]). Artin [1] associated to $\rho$ the $L$-function

$$
\begin{equation*}
L(s, \rho)=\prod_{p} \operatorname{det}\left(I-\left.p^{-s} \rho\left(\operatorname{Frob}_{p}\right)\right|_{V^{I_{p}}}\right)^{-1} \tag{6.5}
\end{equation*}
$$

where $V^{I_{p}}$ denotes subspace of vectors in $V$ fixed by $I_{p}$. Note in particular that $L(s, \rho)$ is given by an Euler product with reciprocal polynomial local factors.

Artin conjectured that $L(s, \rho)$ has entire continuation to the complex plane and satisfies a functional equation of the form

$$
\begin{equation*}
\gamma(s) L(s, \rho)=\epsilon N^{1 / 2-s} \gamma(1-s) L(1-s, \bar{\rho}), \tag{6.6}
\end{equation*}
$$

where $\bar{\rho}$ is the conjugate representation and $\gamma(s)$ is a product of $\Gamma$ factors, as in (1.2). Artin himself proved the conjecture when $V$ is 1-dimensional or 2-dimensional dihedral, through the development of class field theory. Since then some progress has been made, most notably the tetrahedral and octahedral cases established by Langlands [39] and Tunnell [53]. All progress to date has come through the Langlands program, which anticipates that $L(s, \rho)$ agrees with the $L$-function $L(s, \pi)$ of a cuspidal automorphic representation $\pi$ of $\mathrm{GL}_{r}\left(\mathbb{A}_{\mathbb{Q}}\right)$, with $r=\operatorname{dim} V$.

As a consequence of Brauer's induction theorem [6], $L(s, \rho)$ may be written as a product

$$
\begin{equation*}
L(s, \rho)=\prod_{i=1}^{m} L\left(s, \lambda_{i}, K / K_{i}\right)^{e_{i}} \tag{6.7}
\end{equation*}
$$

where the $\lambda_{i}$ are finite-order Hecke characters over intermediate subfields $K_{i}$ and the $e_{i}$ are integers (possibly negative). Therefore, one knows in general the meromorphic continuation and functional equation (6.6) of $L(s, \rho)$.

We consider 2-dimensional representations $\rho$, to which Theorem 6.2 applies. The twisting operation of Theorems 6.1 and 6.2 corresponds in this case to taking a tensor product of representations $\rho \otimes \chi$, and removing the Euler factors at primes dividing both $N$ and the conductor of $\chi$. Thus, applying Brauer's theorem multiple times, we deduce the hypotheses $1^{\prime}, 2$ ' and 3 ' of Theorem 6.2 , except for the control of location of poles needed in 2'. That follows by a non-vanishing result for the $L\left(s, \lambda_{i}\right)$ on the line $\Re s=1$; see for example [24]. Also an issue here is that the functional equation
(6.6) satisfied by $L(s, \rho \otimes \chi)$ is the "correct" one, i.e. the $\epsilon$-factor and conductor agree with those of (6.4). This was affirmed for GL(2) by Langlands [37], with a simplification by Deligne [19]. Hence, we have

Corollary 6.3. If $L(s, \rho)$ is not modular then it has infinitely many poles. In particular, Artin's conjecture for $\rho$ implies modularity of $L(s, \rho)$.

Note that Theorem 6.2 only establishes Corollary 6.3 in the case that $\rho$ is odd, i.e. $\operatorname{det} \rho(c)=-1$, where $c$ denotes complex conjugation, for which $\rho$ corresponds to a holomorphic modular form of weight 1 . We carry out the details in the even case, corresponding to a Maass form of eigenvalue $\frac{1}{4}$, in [4]. In the odd icosahedral case there are explicit examples of Artin's conjecture known from computations beginning with Buhler [8], and more recently infinitely many examples by Taylor et al. [12]; there are no known examples in the even icosahedral case, although we give evidence for one in Chapter 7.

### 6.1 Overview of the proof

We consider the sum

$$
\begin{equation*}
\sum_{s_{0} \text { pole }} \operatorname{Res}_{s=s_{0}} L(s, f)\left(\alpha e^{i(\pi / 2-\delta)}\right)^{1 / 2-s}(2 \pi)^{-s} \Gamma\left(s+\frac{k-1}{2}\right)(s-1 / 2)^{m}, \tag{6.8}
\end{equation*}
$$

running over the poles $s_{0}$ of $L(s, f)$, where $0<\delta<\pi / 2, \alpha$ is a positive rational number, and $m$ is a non-negative integer to be chosen later. Suppose that (6.8) converges (as it must, for example, if there are finitely many poles). Then it follows from the fact that $L(s, f)$ is a ratio of entire functions of finite order and the Phragmén-Lindelöf principle that (6.8) may be expressed as the difference of two contour integrals along
vertical lines. Doing so and using the functional equation (6.4), we arrive at

$$
\begin{gather*}
\frac{1}{2 \pi i} \int\left[L(s, f)\left(\alpha e^{i(\pi / 2-\delta)}\right)^{1 / 2-s}-\epsilon(-1)^{m} L(s, \widetilde{f})\left(\frac{1}{N \alpha} e^{-i(\pi / 2-\delta)}\right)^{1 / 2-s}\right] \\
\cdot(2 \pi)^{-s} \Gamma\left(s+\frac{k-1}{2}\right)(s-1 / 2)^{m} d s \tag{6.9}
\end{gather*}
$$

with the contour a vertical line far to the right. Note that $e^{-i \pi s / 2}$ cancels the decay of the $\Gamma$-factor, so that (6.8) runs essentially over poles with imaginary part between 0 and about $1 / \delta$; if there were finitely many poles then it would be bounded as $\delta \rightarrow 0$. We will show under the hypotheses of the theorem that (6.8) is typically large, for an appropriate choice of input data.

The main device in the proof is a technique developed by Conrey and Ghosh [16] to investigate simple zeros of the $L$-function of Ramanujan's $\Delta$. The technique, the details of which are presented in Lemma 6.5, transforms the two parts of (6.9) into integrals of additive twists of $L(s, f)$ against (essentially) $\delta^{-s}$. More precisely, the twist corresponding to the left half is

$$
\begin{equation*}
L(s, f, \alpha)=\sum_{n=1}^{\infty} \lambda_{f}(n) e(-n \alpha) n^{-s} \tag{6.10}
\end{equation*}
$$

where $\alpha$ is as above. This twist has nice analytic properties, in particular meromorphic continuation to the plane (Lemma 6.4), so we may shift contours. If our chosen twist has a pole in the critical strip, then after some work we conclude that (6.8) is large. The main difficulty arises from the fact that the two parts of (6.9) may in principle cancel out.

Now, suppose that $\chi$ is a primitive Dirichlet character of prime conductor $q \notin S$ such that $L(s, f \times \chi)$ has a pole. The Fourier inversion formula

$$
\begin{equation*}
\chi(n)=\frac{\tau(\chi)}{q} \sum_{t=1}^{q} \bar{\chi}(t) e(-t n / q) \tag{6.11}
\end{equation*}
$$

shows that $L(s, f \times \chi)$ may be written as a combination of the additive twists $L(s, f, t / q)$. Thus, at least one $L(s, f, t / q)$ must also have a pole, and the theorem follows by taking $\alpha=t / q$ in the above.

### 6.2 Proof of Theorem 6.2

Lemma 6.4. Let $\alpha$ be a rational number. Then $L(s, f, \alpha)$ has meromorphic continuation to the complex plane, with no poles outside of the strip $0<\Re s<1$, and is expressible as a ratio of entire functions of finite order.

Proof. Let $V$ be the vector space of Dirichlet series spanned by $q^{-s} L(s, f \times \chi)$ for positive integers $q$ and primitive Dirichlet characters $\chi$. As each $L(s, f \times \chi)$ satisfies the conclusion of the lemma, so do the functions in $V$.

Clearly $L(s, f) \in V$. Also, by the Chinese remainder theorem, the additive twist by $\alpha$ can be built out of twists by $c / p^{m}$ for $p$ prime not dividing $c$. Thus, it suffices to show that $V$ is stable under such twists. To that end, let $q$ and $\chi$ be given, and put $L(s, f \times \chi)=\sum_{n=1}^{\infty} a_{n} n^{-s}$. Then the twist of $q^{-s} L(s, f \times \chi)$ by $c / p^{m}$ is

$$
\begin{equation*}
\sum_{n=1}^{\infty} a_{n} e\left(-c q n / p^{m}\right)(q n)^{-s} \tag{6.12}
\end{equation*}
$$

Let us assume, without loss of generality, that all common factors have been canceled between $q$ and $p^{m}$. Then writing $n=p^{k} r$ with $(r, p)=1$, we have

$$
\begin{equation*}
q^{-s} \sum_{k=0}^{m-1} \frac{a_{p^{k}}}{p^{k s}} \sum_{(r, p)=1} a_{r} e\left(-c q r / p^{m-k}\right) r^{-s}+q^{-s} \sum_{k=m}^{\infty} \frac{a_{p^{k}}}{p^{k s}} \sum_{(r, p)=1} a_{r} r^{-s} . \tag{6.13}
\end{equation*}
$$

Now, by Fourier analysis, the exponential in (6.13) may be written as a combination $\sum c_{\chi_{1}} \chi_{1}(r)$ of characters $\chi_{1}$ to modulus $p^{m-k}$, including imprimitive ones. The inner sum on the right is $L_{p}(s, f \times \chi)^{-1} L(s, f \times \chi)$ where $L_{p}(s, f \times \chi)^{-1}=1-a_{p} p^{-s}+\ldots$
is the local factor polynomial at $p$. Thus, we have

$$
\begin{align*}
& q^{-s} \sum_{k=0}^{m-1} \frac{a_{p^{k}}}{p^{k s}} \sum_{\chi_{1}\left(\bmod p^{m-k}\right)} c_{\chi_{1}} \sum_{(r, p)=1} a_{r} \chi_{1}(r) r^{-s}  \tag{6.14}\\
&+q^{-s} L(s, f \times \chi) L_{p}(s, f \times \chi)^{-1}\left(L_{p}(s, f \times \chi)-\sum_{k=0}^{m-1} \frac{a_{p^{k}}}{p^{k s}}\right) .
\end{align*}
$$

Finally $\sum a_{r} \chi_{1}(r) r^{-s}$ is $L\left(s, f \times \chi \chi_{1}\right)$, with the Euler factor at $p$ removed. That factor and the terms involving $a_{p^{k}}$ and $L_{p}(s, f \times \chi)^{-1}$ amount to polynomials in $p^{-s}$. This completes the proof.

Lemma 6.5. Let $\alpha$ be a positive rational number, $\nu= \pm 1$ and $0<\delta<\pi / 2$. Then

$$
\begin{align*}
& \frac{1}{2 \pi i} \int L(s, f)\left(\alpha e^{i \nu(\pi / 2-\delta)}\right)^{1 / 2-s}(2 \pi)^{-s} \Gamma(s+c) d s  \tag{6.15}\\
& \quad=\frac{1}{2 \pi i} \int L(s, f, \nu \alpha) \alpha^{1 / 2-s} e^{i \nu\left(\frac{\delta}{2}(s-c-1)+\frac{\pi}{2}(c+1 / 2)\right)}\left(2 \sin \frac{\delta}{2}\right)^{-(s+c)}(2 \pi)^{-s} \Gamma(s+c) d s
\end{align*}
$$

Proof. Let $F(z)=z^{c} e^{-z}$ for $\Re z>0$. Recall the Mellin transform identity

$$
\begin{equation*}
F(z)=\frac{1}{2 \pi i} \int \Gamma(s+c) z^{-s} d s \tag{6.16}
\end{equation*}
$$

We substitute this into the left-hand side of (6.15) to get

$$
\begin{align*}
& e^{\frac{i \nu}{2}(\pi / 2-\delta)} \alpha^{1 / 2} \sum_{n=1}^{\infty} \lambda_{f}(n) F\left(2 \pi \alpha n e^{i \nu(\pi / 2-\delta)}\right) \\
& =e^{\frac{i \nu}{2}(\pi / 2-\delta+c(\pi-2 \delta))} \alpha^{1 / 2} \sum_{n=1}^{\infty} \lambda_{f}(n) e(-\nu \alpha n)(2 \pi \alpha n)^{c} \exp \left(-2 \pi i \nu \alpha n\left(e^{-i \nu \delta}-1\right)\right)  \tag{6.17}\\
& =e^{\frac{i \nu}{2}(\pi / 2-\delta+c(\pi-\delta))} \alpha^{1 / 2}\left(2 \sin \frac{\delta}{2}\right)^{-c} \sum_{n=1}^{\infty} \lambda_{f}(n) e(-\nu \alpha n) F\left(2 \pi \alpha n e^{-i \nu \delta / 2} \cdot 2 \sin \frac{\delta}{2}\right) \\
& =e^{\frac{i \nu}{2}(\pi / 2-\delta+c(\pi-\delta))} \alpha^{1 / 2}\left(2 \sin \frac{\delta}{2}\right)^{-c} \int L(s, f, \nu \alpha)\left(2 \pi \alpha e^{-i \nu \delta / 2} \cdot 2 \sin \frac{\delta}{2}\right)^{-s} \Gamma(s+c) \frac{d s}{2 \pi i},
\end{align*}
$$

which is the right-hand side.

Now, the $\Gamma$-factor appearing in (6.8) may be expanded as

$$
\begin{equation*}
\Gamma\left(s+\frac{k-1}{2}\right)(s-1 / 2)^{m}=\sum_{j=0}^{m} a_{j} \Gamma\left(s+\frac{k-1}{2}+j\right) \tag{6.18}
\end{equation*}
$$

for some numbers $a_{j}$. Applying Lemma 6.5 with $c=\frac{k-1}{2}+j,(6.9)$ is

$$
\begin{align*}
& \frac{1}{2 \pi i} \int \sum_{j=0}^{m} a_{j}(2 \pi)^{-s} \Gamma\left(s+\frac{k-1}{2}+j\right)\left[L(s, f, \alpha) \alpha^{1 / 2-s} e^{\frac{i}{2}\left(\delta\left(s-\frac{k+1}{2}-j\right)+\pi\left(\frac{k}{2}+j\right)\right)}\right.  \tag{6.19}\\
& \left.-\epsilon(-1)^{m} L\left(s, \widetilde{f},-\frac{1}{N \alpha}\right)\left(\frac{1}{N \alpha}\right)^{1 / 2-s} e^{-\frac{i}{2}\left(\delta\left(s-\frac{k+1}{2}-j\right)+\pi\left(\frac{k}{2}+j\right)\right)}\right]\left(2 \sin \frac{\delta}{2}\right)^{-\left(s+\frac{k-1}{2}+j\right)} d s .
\end{align*}
$$

Next we consider the highest order term; let $F(s, \delta)$ be the expression in brackets with $j=m$. Put

$$
\begin{equation*}
F_{0}(s)=F(s, 0)=e^{i \frac{\pi}{2}\left(\frac{k}{2}+m\right)}\left(L(s, f, \alpha) \alpha^{1 / 2-s}-i^{-k} \epsilon L(s, \widetilde{f},-1 / N \alpha)(1 / N \alpha)^{1 / 2-s}\right) \tag{6.20}
\end{equation*}
$$

and define $F_{1}(s, \delta)$ so that $F(s, \delta)=F_{0}(s)+\delta F_{1}(s, \delta)$; note that since $F(s, \delta)$ is holomorphic in $\delta, F_{1}(s, \delta)$ extends to a holomorphic function near $\delta=0$ as well.

Now, by hypothesis, $L(s, f, \alpha)$ has a pole somewhere in the critical strip, say at $s=\beta+i \tau$. We expect then that $F_{0}(s)$ does as well. If that is the case then by our discussion of smooth sums in the introduction, the term involving $F_{0}(s)$ is $\Omega_{\epsilon}\left((1 / \delta)^{\beta+\frac{k-1}{2}+m-\epsilon}\right)$, i.e. it is not $O\left((1 / \delta)^{\sigma}\right)$ for any $\sigma<\beta+\frac{k-1}{2}+m$. As for the remaining terms $F_{1}(s, \delta)$ and those with $j<m$, we shift the contour just to the right of 1 to see that they are $O_{\epsilon}\left((1 / \delta)^{\frac{k-1}{2}+m+\epsilon}\right)$. Since $\beta>0$, the theorem follows.

The above argument fails only if $F_{0}(s)$ is entire, i.e. all poles of $L(s, f, \alpha)$ are canceled by poles of $L(s, \tilde{f},-1 / N \alpha)$. In that case we replace $\epsilon L(s, \tilde{f},-1 / N \alpha)(1 / N \alpha)^{1 / 2-s}$
in (6.19) by $i^{k} L(s, f, \alpha) \alpha^{1 / 2-s}-e^{i \frac{\pi}{2}\left(\frac{k}{2}-m\right)} F_{0}(s)$ to get, for $m$ odd,

$$
\begin{align*}
& \frac{2 e^{\frac{i \pi k}{4}}}{2 \pi i} \int \sum_{j=0}^{m} a_{j}(2 \pi)^{-s} \Gamma\left(s+\frac{k-1}{2}+j\right)\left(2 \sin \frac{\delta}{2}\right)^{-\left(s+\frac{k-1}{2}+j\right)}  \tag{6.21}\\
& \cdot\left[L(s, f, \alpha) \alpha^{1 / 2-s} \cos \left(\frac{\delta}{2}\left(s-\frac{k+1}{2}-j\right)+\frac{\pi j}{2}\right)+\frac{1}{2} F_{0}(s) e^{-\frac{i}{2}\left(\delta\left(s-\frac{k+1}{2}-j\right)+\pi\left(\frac{k}{2}+j+m\right)\right)}\right] d s .
\end{align*}
$$

(For even $m$ we arrive at a similar expression, with cosine replaced by sine.) Since $F_{0}(s)$ is entire we may shift the contour far to the left, using Phragmén-Lindelöf to control $F_{0}(s)$ in the critical strip. The proof of Lemma 6.4 shows that $F_{0}(s)$ has trivial zeros at the poles of the $\Gamma$-factor, so its contribution to $(6.21)$ is $o(1)$.

Now, the idea is to show, by a refinement of the previous argument, that even though the poles of $L(s, f, \alpha)$ may vanish in the limit as $\delta \rightarrow 0$, they must do so to finite order in $\delta$. More precisely, expanding in a power series in $\delta$, we have

$$
\begin{align*}
\sum_{j=0}^{m} a_{j}(2 \pi)^{-s} \Gamma\left(s+\frac{k-1}{2}\right. & +j)\left(2 \sin \frac{\delta}{2}\right)^{m-j} \cos \left(\frac{\delta}{2}\left(s-\frac{k+1}{2}-j\right)+\frac{\pi j}{2}\right)  \tag{6.22}\\
& =\phi_{0}(s)+\phi_{1}(s) \delta+\ldots+\phi_{n}(s) \delta^{n}+R_{n}(s, \delta) \delta^{n+1}
\end{align*}
$$

By the above, $\phi_{0}(s)$ vanishes identically. Our goal will be to show for some $n$ that $\phi_{n}(s)$ does not cancel all of the poles of $L(s, f, \alpha)$. Suppose for now that this is the case, and let $n$ be the smallest such number. Then for $j<n, \phi_{j}(s) L(s, f, \alpha)$ is entire; as in the treatment of $F_{0}(s)$, those terms thus contribute $o(1)$. For the remainder term $R_{n}(s, \delta)$, shifting the contour just to the right of 1 we get $O_{\epsilon}\left((1 / \delta)^{\frac{k-1}{2}+m-n+\epsilon}\right)$. As above, $\phi_{n}(s)$ contributes the main term $\Omega_{\epsilon}\left((1 / \delta)^{\beta+\frac{k-1}{2}+m-n-\epsilon}\right)$, where $\beta$ is the real part of any pole of $L(s, f, \alpha)$ not canceled by $\phi_{n}(s)$. Since $\beta>0$, the result follows.

Take, for example, $m=n=1$. After differentiating and setting $\delta=0$ we find
that this term is

$$
\begin{align*}
\phi_{1}(s) & =(2 \pi)^{-s}\left(a_{0} \Gamma\left(s+\frac{k-1}{2}\right)-\frac{a_{1}}{2} \Gamma\left(s+\frac{k+1}{2}\right)\left(s-\frac{k+3}{2}\right)\right)  \tag{6.23}\\
& =-\frac{a_{1}}{2}(2 \pi)^{-s} \Gamma\left(s+\frac{k-1}{2}\right)\left(s^{2}-2 s-\frac{(k-1)(k+3)}{4}-\frac{2 a_{0}}{a_{1}}\right) .
\end{align*}
$$

Now, we calculate from (6.18) that $-2 a_{0} / a_{1}=k$, so that the above polynomial is $\left(s-\frac{k+1}{2}\right)\left(s+\frac{k-3}{2}\right)$. Unless $k=2$, the zeros of this polynomial lie outside the critical strip, and we're done.

Unfortunately, we can not rule out the possibility of a pole when $k=2$. Even in this case, however, we see that all twists can have at most a simple pole at $s=1 / 2$ and no other poles. To finish the proof we run through the argument again with $m=0$. Then (6.8) is simply $\frac{1}{\sqrt{2 \pi}} \operatorname{Res}_{s=1 / 2} L(s, f)$, independent of $\alpha$ and $\delta$. Further, (6.21) becomes

$$
\begin{align*}
& \frac{-2}{2 \pi i} \int(2 \pi)^{-s} \Gamma\left(s+\frac{1}{2}\right)\left(2 \sin \frac{\delta}{2}\right)^{-\left(s+\frac{1}{2}\right)}  \tag{6.24}\\
& \cdot\left[L(s, f, \alpha) \alpha^{1 / 2-s} \sin \left(\frac{\delta}{2}\left(s-\frac{3}{2}\right)\right)-\frac{1}{2} F_{0}(s) e^{-\frac{i \delta}{2}(s-1)}\right] d s
\end{align*}
$$

Note that $F_{0}(s)$ is the same as before up to a constant factor, so again its contribution is $o(1)$. Shifting the contour of (6.24) to the left, we get the term $\frac{1}{\sqrt{2 \pi}} \operatorname{Res}_{s=1 / 2} L(s, f, \alpha)$ from the pole at $s=1 / 2$, with remainder $o(1)$. Taking $\delta \rightarrow 0$, we have

$$
\begin{equation*}
\operatorname{Res}_{s=1 / 2} L(s, f)=\operatorname{Res}_{s=1 / 2} L(s, f, \alpha), \tag{6.25}
\end{equation*}
$$

meaning that $L(s, f)$ must itself have a pole at $s=1 / 2$.
Now we repeat the argument once more with an arbitrary $\alpha$ of prime denominator $q \notin S$. If it were the case that both $L(s, f, \alpha)$ and $L(s, \tilde{f},-1 / N \alpha)$ were entire then we could conclude that $\operatorname{Res}_{s=1 / 2} L(s, f)=0$, contradicting the above. Thus, they
must both have poles (or again we get a main term), and we see that (6.25) holds in general, i.e. all $L(s, f, \alpha)$ have a pole at $s=1 / 2$, with the same residue.

Finally, let $\chi$ be a primitive Dirichlet character of prime conductor $q \notin S$. Then (6.11) shows that

$$
\begin{equation*}
\operatorname{Res}_{s=1 / 2} L(s, f \times \chi)=\frac{\tau(\chi)}{q} \sum_{t=1}^{q} \bar{\chi}(t) \operatorname{Res}_{s=1 / 2} L(s, f)=0, \tag{6.26}
\end{equation*}
$$

meaning $L(s, f \times \chi)$ is entire. Thus, we may apply Weil's theorem with $S$ enlarged to include 1, and the theorem follows.

## Chapter 7

## Miscellaneous applications

### 7.1 A Galois representation

We consider in this section the $L$-function $L(s, \rho)$ of an even icosahedral Galois representation $\rho$, specifically the first such in the tables of Buhler [8]. It is a lift of minimal conductor $7947=3^{2} \cdot 883$ of a projective representation of the Galois group of the polynomial

$$
\begin{equation*}
f(x)=x^{5}+5 x^{4}-7 x^{3}-11 x^{2}+10 x+3 \tag{7.1}
\end{equation*}
$$

That information alone is enough to determine the Dirichlet coefficients $\lambda_{\rho}(p)$ up to sign. Buhler shows how to determine the sign via computations in the idele class group of the splitting field of the sextic resolvent of $f$. Buhler's method is sufficient to find the first few hundred coefficients, but as he remarks, it seems to have exponential complexity and is impractical when many coefficients are needed.

Fortunately, the problem of finding a model for $\rho$ itself was solved by Crespo [18] and Jehanne [30]. One such model is as follows. Let $\widetilde{\rho}$ denote the self-dual twist of $\rho$ of minimal conductor $7017201=3^{2} \cdot 883^{2}$. Then $\widetilde{\rho}$ is a representation of the Galois

group of

$$
\begin{align*}
g(x) & =x^{24}-1719 x^{22}+1033803 x^{20} \\
& -247759929 x^{18}+18891275922 x^{16}-520186579740 x^{14}  \tag{7.2}\\
& +4132529834850 x^{12}-12489586256925 x^{10}+17037668338668 x^{8} \\
& -10424803822722 x^{6}+2281972718133 x^{4}-481611663 x^{2}+729,
\end{align*}
$$

isomorphic to a cyclic central extension of $A_{5}$, and $\rho$ is a twist of $\widetilde{\rho}$ by a cubic character of conductor 883. It turns out in this case that the coefficients $\lambda_{\tilde{\rho}}(p)$ are determined by the factorization of $g(x)$ modulo $p$, together with a trick that Buhler attributes to Serre for distinguishing the conjugacy classes of orders 5 and 10. Thus, no class group computations are needed, and there is an algorithm that computes $\lambda_{\rho}(p)$ in time $O(\log p)$. Hence, the coefficients $\lambda_{\rho}(n)$ for $n \leq M$ may be computed in time $O(M)$, which up to a constant factor is best possible.

Using this method, we computed $10^{9}$ coefficients $\lambda_{\rho}(n)$, more than enough to compute $S^{*}(X)$ for both $\rho$ and $\widetilde{\rho}$; we are indebted to Jehanne for providing code that was needed for part of these computations. The results are shown in Figures 7.1 and 7.2; note since $S^{*}(X)$ is complex for $\rho$, we plot the absolute value. In both cases we see the symmetry $\sigma \rightarrow 1-\sigma$. Note that if it were possible to prove that these


Figure 7.2: $S^{*}\left(N^{\sigma}\right)$ for the self-dual twist $\widetilde{\rho}$ of conductor $N=7017201$
symmetries exist then modularity of $L(s, \rho)$ would follow from the converse theorem of Chapter 6 .

### 7.2 High symmetric powers

We consider now the symmetric power $L$-functions $L\left(s, \operatorname{Sym}^{n} \Delta\right)$ and $L\left(s, \operatorname{Sym}^{n} f\right)$ where $\Delta \in S_{12}(\Gamma(1))$ and $f \in S_{2}\left(\Gamma_{0}(11)\right)$, normalized to have first Fourier coefficient 1. Both of these examples may be computed efficiently using identities of modular forms. For example, we take advantage of the fact that $S_{12}(\Gamma(1))$ is 1-dimensional, so that any two modular forms of weight 12 can be combined to yield $\Delta$; in particular, by comparing initial Fourier coefficients we find that

$$
\begin{equation*}
\Delta=\frac{691}{2^{6} 3^{5} 7^{2}}\left(E_{12}-E_{6}^{2}\right) \tag{7.3}
\end{equation*}
$$

where $E_{6}$ and $E_{12}$ are the Eisenstein series [42]

$$
\begin{equation*}
E_{6}(z)=1-504 \sum_{n=1}^{\infty} \sigma_{5}(n) e(n z) \quad \text { and } \quad E_{12}(z)=1+\frac{65520}{691} \sum_{n=1}^{\infty} \sigma_{11}(n) e(n z) . \tag{7.4}
\end{equation*}
$$

This involves only one squaring operation that can be done quickly using fast Fourier transform multiplication over finite fields. For $M$ coefficients, one Fourier transform
takes $O(M \log M)$ time, and we must perform $O(\log M)$ transforms over different fields for full precision because the weight is large. Thus $M$ coefficients may be computed in time proportional to $M(\log M)^{2}$, only slightly worse than the Galois representation example.

The form $f$ may be computed likewise from the identity [35]

$$
\begin{equation*}
f(z)=\eta^{2}(z) \eta^{2}(11 z) \tag{7.5}
\end{equation*}
$$

where

$$
\begin{equation*}
\eta(z)=e(z / 24) \prod_{n=1}^{\infty}(1-e(n z))=e(z / 24) \sum_{n=-\infty}^{\infty}(-1)^{n} e\left(\frac{3 n(n+1)}{2} z\right) \tag{7.6}
\end{equation*}
$$

Note that $\eta^{2}$ may be computed directly from (7.6) in time $O(M)$, so that this again involves only one multiplication. Since $f$ has weight 2 , precision is not a problem for numbers of the size that we consider, so this algorithm runs in time effectively $O(M \log M)$. However, in both cases the algorithm suffers from the fact that we must store all coefficients at once, which limits the size of $M$. To compute many coefficients of $f$, we may instead use the fact that $X_{0}(11)$ is an elliptic curve, and count points using Shanks' $O\left(M^{5 / 4}\right)$ algorithm, which compares favorably in speed yet needs only $O\left(M^{1 / 4}\right)$ memory. One model for $X_{0}(11)$ is [35]

$$
\begin{equation*}
y^{2}+y=x^{3}-x^{2} . \tag{7.7}
\end{equation*}
$$

Using these ideas we computed $2^{26} \approx 67 \times 10^{6}$ coefficients for both $\Delta$ and $f$. With these numbers, we compute the symmetric power $L$-functions; precisely, if $L(s, \Delta)$ has local factors

$$
\begin{equation*}
L_{p}(s, \Delta)=\frac{1}{\left(1-\alpha(p) p^{-s}\right)\left(1-\alpha(p)^{-1} p^{-s}\right)} \tag{7.8}
\end{equation*}
$$

with $\alpha(p)$ and $\alpha(p)^{-1}$ the Satake parameters, then $L\left(s, \operatorname{Sym}^{n} \Delta\right)$ has local factors

$$
\begin{equation*}
L_{p}\left(s, \operatorname{Sym}^{n} \Delta\right)=\prod_{-n \leq j \leq n, j \equiv n(2)}\left(1-\alpha(p)^{j} p^{-s}\right)^{-1} \tag{7.9}
\end{equation*}
$$

The formulation is similar for $f$ except that the local representation at $p=11$ is special for all powers. At this place we found the local factors to be

$$
\begin{equation*}
L_{11}\left(s, \operatorname{Sym}^{n} f\right)=\left(1-11^{-s-n / 2}\right)^{-1} \tag{7.10}
\end{equation*}
$$

using the techniques of Chapter 5.
Finally, the $\Gamma$-factor in each case is [41]

$$
\begin{equation*}
\prod_{1 \leq j \leq n, j \equiv n(2)} \Gamma_{\mathbb{C}}\left(s+j \cdot \frac{k-1}{2}\right) \cdot \prod_{a \in\{0,1\}, 2 a \equiv n(4)} \Gamma_{\mathbb{R}}(s+a), \tag{7.11}
\end{equation*}
$$

where $k$ is the weight.
Figures 7.3 and 7.4 show $S^{*}(X)$ for the seventh through tenth symmetric powers of $\Delta$ and $f$. Note that since the conductor $N$ is 1 for all powers of $\Delta$, we can not use our normal scale $X=N^{\sigma}$; in this case we put instead $X=e^{\sigma}$. The conductor of $\operatorname{Sym}^{n} f$ is $N=11^{n}$.

Again we see a symmetry in each case. Note however that the coefficients we have computed are insufficient to see the decay of $S^{*}(X)$ for $\operatorname{Sym}^{n} f$ for $n \geq 8$. This could remedied for $n=8$ and perhaps $n=9$, but it quickly becomes impractical to go higher. (Note that in each graph $90 \%$ of the data are needed in only the last inch.) We remark that $L\left(s, \operatorname{Sym}^{n} \Delta\right)$ and $L\left(s, \operatorname{Sym}^{n} f\right)$ are meromorphic for $6 \leq n \leq 9$ [34], but this is not known for the tenth power.


Figure 7.3: $S^{*}\left(e^{\sigma}\right)$ for $\operatorname{Sym}^{n} \Delta$


Figure 7.4: $S^{*}\left(N^{\sigma}\right)$ for $\operatorname{Sym}^{n} f$ of conductor $N=11^{n}$

## Appendix A

## More examples

## A. 1 Electronic availability

A complete list of the $L$-functions tested in this thesis, as well as plots of the output of the tests described in Chapters 2, 3 and 5, are available at

```
http://www.math.princeton.edu/~arbooker/papers/thesis/
```


## A. 2 Examples

We include here 16 additional, randomly selected example tests of Hasse-Weil $L$ functions of genus 2 curves over $\mathbb{Q}$ and elliptic curves over $\mathbb{Q}(\sqrt{-1})$, listed in Tables A. 1 and A.3. The reconstructed local factors are given in Tables A. 2 and A.4; graphs of $S^{*}\left(N^{\sigma}\right)$ for each case are shown in Figures A.1-4.

| name | $\Delta$ | curve |
| ---: | :---: | :--- |
| 862a | 862 | $y^{2}+x y+y=x^{5}-2 x^{4}-x^{3}+2 x^{2}+x$ |
| 2677a | 2677 | $y^{2}+y=x^{5}-x^{4}-2 x^{3}+5 x^{2}-4 x+1$ |
| 7029a | 7029 | $y^{2}+x y=x^{5}+x^{4}+2 x^{3}+x^{2}+x$ |
| 10683b | -10683 | $y^{2}+x y=x^{5}+2 x^{4}+x^{3}-x^{2}-x$ |
| 14091a | -14091 | $y^{2}+x y=x^{5}-x^{4}-4 x^{3}+4 x^{2}+x$ |
| 16217a | -16217 | $y^{2}+x y=x^{5}+2 x^{4}-x^{3}-3 x^{2}+1$ |
| 18559a | -18559 | $y^{2}+x y+y=x^{5}+x^{4}+3 x^{3}-2 x^{2}-x$ |
| 19914a | 19914 | $y^{2}+x y=x^{5}+x^{4}-2 x^{3}-2 x^{2}+3 x-1$ |

Table A.1: Genus 2 curves over $\mathbb{Q}$

| $p$ | approximate local factor polynomial at $p$ | factorization |
| ---: | :--- | :--- |
|  | curve $862 \mathrm{a}, N=862, \epsilon=1:$ |  |
| 2 | $1+1.0000000000 t+2.0000000000 t^{2}+2.0000000000 t^{3}$ | $(1+t)\left(1+2 t^{2}\right)$ |
| 431 | $1+1.0000000000 t+431.0001 t^{2}+? t^{3}$ | $(1+t)\left(1+431 t^{2}\right)$ |
|  | curve $2677 \mathrm{a}, N=2677, \epsilon=1:$ |  |
| 2677 | $1+73.0000000000 t+? t^{2}+? t^{3}$ | undetermined |
|  | curve $7029 \mathrm{a}, N=7029, \epsilon=-1:$ |  |
| 3 | $1+0.0000000000 t+1.0000000000 t^{2}+0.0000000000 t^{3}$ | $1+t^{2}$ |
| 11 | $1+1.0000000000 t+11.000000000 t^{2}+11.000000000 t^{3}$ | $(1+t)\left(1+11^{2}\right)$ |
| 71 | $1+15.000000000 t+55.000000000 t^{2}-71.000002 t^{3}$ | $(1-t)\left(1+16 t+71 t^{2}\right)$ |
|  | curve 10683b, $N=3561, \epsilon=-1:$ |  |
| 3 | $1+1.0000000000 t+1.0000000000 t^{2}-3.0000000000 t^{3}$ | $(1-t)\left(1+2 t+3 t^{2}\right)$ |
| 1187 | $1+33.000000000 t+1219.01 t^{2}-? t^{3}$ | $(1+t)\left(1+32 t+1187 t^{2}\right)$ |
|  | curve $14091 \mathrm{a}, N=14091, \epsilon=1:$ |  |
| 3 | $1-1.0000000000 t+3.0000000000 t^{2}-3.0000000000 t^{3}$ | $(1-t)\left(1+3 t^{2}\right)$ |
| 7 | $1-5.0000000000 t+11.000000000 t^{2}-7.0000000000 t^{3}$ | $(1-t)\left(1-4 t+7 t^{2}\right)$ |
| 11 | $1-1.0000000000 t+11.000000000 t^{2}-11.000000000 t^{3}$ | $(1-t)\left(1+11 t^{2}\right)$ |
| 61 | $1+9.0000000000 t+51.000000000 t^{2}-61.00000004 t^{3}$ | $(1-t)\left(1+10 t+61^{2}\right)$ |
|  | curve 16217a, $N=16217, \epsilon=1:$ |  |
| 16217 | $1+175.00000000 t+? t^{2}+? t^{3}$ | undetermined |
|  | curve $18559 \mathrm{a}, N=18559, \epsilon=-1:$ |  |
| 67 | $1-13.000000000 t+53.000000000 t^{2}+66.99999999 t^{3}$ | $(1+t)\left(1-14 t+67 t^{2}\right)$ |
| 277 | $1-17.000000000 t+293.00000000 t^{2}+? t^{3}$ | $(1-t)\left(1-16 t+277 t^{2}\right)$ |
|  | curve 19914a, $N=19914, \epsilon=-1:$ |  |
| 2 | $1+1.0000000000 t+0.0000000000 t^{2}-2.0000000000 t^{3}$ | $(1-t)\left(1+2 t+2 t^{2}\right)$ |
| 3 | $1+0.0000000000 t+2.0000000000 t^{2}-3.0000000000 t^{3}$ | $(1-t)\left(1+t+3 t^{2}\right)$ |
| 3319 | $1-8.0000000000 t+? t^{2}+? t^{3}$ | undetermined |

Table A.2: Euler factors for genus 2 curves over $\mathbb{Q}$

| name | $\Delta$ | curve |
| ---: | :---: | :--- |
| 2304a | 48 | $y^{2}=x^{3}-(1+i) x^{2}+(1+i) x-i$ |
| 2304b | -48 | $y^{2}=x^{3}-(1+i) x^{2}-(1-i) x+1$ |
| 4352d | $16-64 i$ | $y^{2}=x^{3}-(1+i) x^{2}+2 i x+1$ |
| 9217a | $-96-i$ | $y^{2}+i x y+i y=x^{3}-(1+i) x^{2}+(2+i) x-i$ |
| 13282a | $99+59 i$ | $y^{2}+i x y+(1+i) y=x^{3}-i x^{2}+(1+i) x+(1-i)$ |
| 16784a | $-20-128 i$ | $y^{2}+(1+i) y=x^{3}-(1-i) x$ |
| 18553a | $-83-108 i$ | $y^{2}+i x y+y=x^{3}-x^{2}+x$ |
| 18730a | $-71-117 i$ | $y^{2}+x y+(1+i) y=x^{3}+x^{2}+(13+5 i) x+(17-15 i)$ |

Table A.3: Elliptic curves over $\mathbb{Q}(\sqrt{-1})$

| $p$ | approximate local factor polynomial at $p$ |
| :---: | :---: |
|  | curve 2304a, $N=16 \cdot 2304, \epsilon=1$ : |
| 2 | $1+0.0000000000 t$ |
| 3 | $1+1.0000000000 t^{2}$ |
|  | curve 2304b, $N=16 \cdot 1152, \epsilon=-1$ : |
| 2 | $1+0.0000000000 t$ |
| 3 | $1+1.0000000000 t^{2}$ |
|  | curve 4352d, $N=16 \cdot 272, \epsilon=1$ : |
| 2 | $1+0.0000000000 t$ |
| 17 | 1-1.0000000000t |
|  | curve 9217a, $N=16 \cdot 9217, \epsilon=-1$ : |
| 13 | 1-1.0000000000t |
| 709 | 1-1.0000000000t |
|  | curve 13282a, $N=16 \cdot 13282, \epsilon=-1$ : |
| 2 | $1+1.0000000000 t$ |
| 29 | $1+1.0000000000 t$ |
| 229 | $1+1.0000000000 t$ |
|  | curve 16784a, $N=16 \cdot 4196, \epsilon=1$ : |
| 2 | $1+0.0000000000 t$ |
| 1049 | $1+1.0000000000 t$ |
|  | curve 18553a, $N=16 \cdot 18553, \epsilon=1$ : |
| 18553 | 1-1.0000000000t |
|  | curve 18730a, $N=16 \cdot 18730, \epsilon=1$ : |
| 2 | $1+1.0000000000 t$ |
| 5 | $1+1.0000000000 t$ |
| 1873 | 1-1.0000000000t |

Table A.4: Euler factors for elliptic curves over $\mathbb{Q}(\sqrt{-1})$
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