2.1

2.2

Martingale Theory
Problem set 2, with solutions
Conditional expectation

Prove directly from the definition the following basic properties of the conditional expecta-

tion. (Numbering corresponds to that in the handwritten lecture notes.)
HE(X|T)=E(X),E(X|F)=X;

2) linearity;

)

- (
- (
- (3) positivity;
- (10) the Tower Rule;
-

11) the "take out what you know" rule;

SOLUTION:
[l

Let (2, F, p) be a probability space and X,Y € L*(Q, F, p). Prove that if E(X | o(Y)) =Y
and E(Y | 0(X)) = X then X =Y as.

SOLUTION:
Let ¢ € R be fixed.

BE(XIy<y) = E(ly<gB(X [0(Y))) = B(Yy<),
E(Vx<g) = B(Lx<oB(Y [ (X)) = B(XT(x<y).
Hence,

0=E((X -Y)lyy<q) =E((X = Y)L{xsev<e) + E(X = Y)L{x<cv<q}),
0=E((X = Y)lx<g) = B(X = Y)lix<eysq) + B((X = Y)lx<ey<q),

and, equating the two
E((X - Y>H{X>C,Y§c}) = E((X - Y)H{X§C7Y>C})'
But, obviously

E((X = Y)lxsey<g) 20, E((X = Y)Lixcaysq) <0.



2.3

2.4

From the last two displays it follows that
E((X - Y)]I{X>C,Y§c}) = 07 E((X - Y)]I{XSC,Y>C})- = 0.

since this is true for any ¢ € R, the assertion follows.

HW
Let Q@ = {-1,0,+1}, F = P(Q) and u({—1}) = pn({0}) = u({+1}) = 1/3, and consider

also the sub-o-algebras
g= {@, {_1}7 {O’ +1}’ {_1’ 0, +1}}7 H= {Q)’ {_1’ O}, {+1}7 {_17 0, +1}}'
Let X : Q@ = R, X(w) =w. Compute

BB(X[6)|H) md BEX|#)]6).

SOLUTION:
E(X|G)(-1,0,1) =(-1,1/2,1/2),
E(X | H)(-1,0,1) = (-1/2,-1/2,1),
E(E(X |G) | H)(-1,0,1) = (-1/4,-1/4,1/2),
EE(X |G) | H)(-1,0,1) = (-1/2,1/4,1/4).
O
HW

Let X;, j =1,2,... iid. random variables with the common distribution P(Xj = —1) =
P(Xj = —|—1) =1/2and S, := Xj + -+ + X,,. Compute the following conditional expecta-

tions:
E(X1]0(S), E(Su|o(X1), E(Si.|o(Sh)).
SOLUTION:
O
B(X1 | o(S,) = 2.
E(S, | o(X1)) = X1,



2.5

2.6

HW

Let (2, F, i) be a probability space and G C F a sub-c-algebra of F. Let X € L?(Q,F, )

and Y := E(X ‘ g). Prove that if E(Xz) = E(Y2) then X =Y a.s. and thus, X is

G-measurable.

SOLUTION:

Note first that Y and X — Y are orthogonal:

EY(X-Y))=E(E(X|G)(X -E(X]|9)))

=E(E(E(X |9)(X -E(X|G))|9))
~B(E(Y ) B((X ~B(¥ 0)) | 9))

-~

=0

=0.
Hence
E(Y?) =E(X?) =E(Y?) + E((X - Y)?),
and
E((X — Y)Q) =0.
Thus X =Y almost surely. O]
Bonus

[Change of conditional expectation/
Let v and p be two probability measures on (2, F), with v < u, and Radon-Nikodym
derivative %(m) = o(w). Let G C F a sub-c-algebra. Show that, for any F-measurable

random variable X, we have

E,(oX ‘ 9)
Eu(g | g)

(a) First prove for discrete probability space, by applying the elementary notion of

E, (X |G)= (1)

conditional probability and conditional expectation.
(a) Then prove for general case, by applying basic properties of the (general, measure

theoretic notion of) conditional expectation.

SOLUTION:
(a) Assume that the o-algebra G is discretely generated by the partition Hy, k =
1,2,..., where u(Hy) > 0 for all k. Then

B,(X | Hy) - Ju, Xdv [y, Xedu [y, Xodu () By(eX | Hy)
’ Ju v [y, 0dn p(Hy) [y odp — B,(o] Hy)

(b) Let Z be G-measurable and bounded random variable. Then
E,(ZE,(X|G)) =E,(E,(ZX | G)) =E,(ZX) =E,(0ZX).



On the other hand:

E,(eX | ) E,(eX | 9) E,(0ZX | G)

E, g RS VTV Qz”— — Q“—

“eete) B B e ) TR LT )
E (QZX ‘ g)

—E,(E,(0] §) /") =E,(0ZX).

(Bulo | 9)PpE0 T ) = B0z

We have proved that for any G-measurable and bounded random variables Z,

E,(eX | )

B (7B.(X | 9)) = Bu(25p )

which implies ().



