Scaling invariance for the escape of particles from a periodically corrugated waveguide
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Abstract

The escape dynamics of a classical light ray inside a corrugated waveguide is characterised by the use of scaling arguments. The model is described via a two dimensional nonlinear and area preserving mapping. The phase space of the mapping contains a set of periodic islands surrounded by a large chaotic sea that is confined by a set of invariant tori. When a hole is introduced in the chaotic sea, letting the ray escape, the histogram of frequency of the number of escaping particles exhibits rapid growth, reaching a maximum value at \( n_p \) and later decaying asymptotically to zero. The behaviour of the histogram of escape frequency is characterised using scaling arguments. The scaling formalism is widely applicable to critical phenomena and useful in characterisation of phase transitions, including transitions from limited to unlimited energy growth in two dimensional time varying billiard problems.
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1 Introduction

Guiding a light ray inside a periodically corrugated waveguide has been of interest for many years. This subject appears in many different fields of science including transport through a finite GaAs/Al₅Ga₁₋₅As hetero-structure (1), quantum transport in ballistic cavities (2), quantised ballistic conductance in a periodically modulated quantum channel (3), underwater acoustics (4; 5; 6), classical versus quantum behaviour in periodic mesoscopic systems (7), scattering of a quantum particle in a rippled waveguide (8), anomalous wave
transmittance in the stop band of a corrugated parallel-plane waveguide (9) and many others (10; 11).

The formalism we use to describe the dynamics is the billiard approach\(^1\) and the dynamics is described by the use of discrete maps. Depending on the geometry, the phase space for such maps is in one of three classes: (i) regular, (ii) ergodic and (iii) mixed. For the regular case, only periodic and quasi-periodic orbits are observed in the phase space. For the completely ergodic billiards the opposite happens: only chaotic and unstable orbits are present in the dynamics. The Bunimovich stadium (12) and the Sinai billiard (13) (and related Lorentz gas) are examples of case (ii). In this case the time evolution of a single typical initial condition, for the appropriate combinations of control parameters, fills up ergodically all the phase space. For the last case (iii), there are many systems presenting mixed phase space structure (14; 15; 16; 17; 18). Depending on the combinations of both initial conditions and control parameters, the phase space presents a rich structure which contains invariant spanning curves, periodic islands and chaotic seas. The mixed structure leads to sticky regions (19) and therefore to non-uniformity (20) producing anomalous transport. It is well known that a sticky region keeps a particle trapped in the phase space and the escape from such a region happens after long time late the entrance.

This stickiness can be characterised in terms of the distribution of recurrence times. Similarly, statistics may be considered for the time taken to reach a given region (the “hole(s)”\(^2\)) from initial phase points distributed (for example uniformly) throughout the system (an escape problem), or entering from one region and exiting through another (classical scattering). These problems have been considered for several decades (21; 22); more recent discussion and references, with particular reference to theory and applications of billiards, may be found in (23). For mixed phase space, all these distributions typically exhibit a power law decay (24) while they are exponential for fully developed chaos (25); some exceptions have been noted very recently (26; 27).

In this paper, we revisit the problem of a periodic corrugated waveguide seeking to understand and describe some statistical properties of dynamics in the chaotic sea, in particular the escape of particles from a hole we place in the chaotic region. The histogram of frequency of escape shows a fast regime of growth for short time and passes a maximum value. After that it decreases approaching zero for long times. The maximum value was used to characterise the scaling invariance of the histogram of frequency of escape.

The model consists of a classical light ray which is specularly reflected\(^2\) be-

---

\(^1\) A billiard problem consists of a system in which a point-like particle moves freely inside a bounded region and suffers specular reflections with the boundaries.

\(^2\) In a specular reflection the angle of incidence is equal to the angle of reflection.
between a flat plane at \( y = 0 \) and a corrugated surface given by \( y = y_0 + d \cos(kx) \), where \( y_0 \) is the average vertical distance between the flat plane and the corrugated surface, \( d \) is the amplitude of the corrugation and \( k \) is the wave number. The dynamical variables used in the study are the angle \( \theta \) of the trajectory measured from the positive horizontal axis and the corresponding value of the coordinate \( x \) at the instant of the reflection. The mapping is iterated when the ray light hits the flat plane. It implies that multiple reflections with the periodically corrugated surface are neglected \(^3\) \(^{(28)}\). An estimation of the position of the two first invariant spanning curves (positive and negative) delimiting the size of the chaotic sea is given in terms of a connection with the Standard map. Also, the behaviour of the positive Lyapunov exponent for a large range of control parameters is investigated.

This paper is organised as follows. In section 2, we present and discuss the details needed to construct the non linear mapping. We also discuss the procedures used to obtain the Lyapunov exponents. Some results for the phase space are also discussed in connection with the Standard map. In section 3 the scaling results for the escape of particles statistics are obtained and discussed. Finally, the conclusions and final remarks are given in section 4.

2 The model and the nonlinear mapping

In this section, we discuss all the details needed to describe the model and obtain the equations that give the dynamics of the system. The problem consists in obtaining a mapping \( T(\theta_n, x_n) = (\theta_{n+1}, x_{n+1}) \), given the initial conditions \((\theta_n, x_n)\) as shown in Fig. 1(a). The mapping is obtained only from geometrical considerations of Fig. 1(b). The first part of the light trajectory is given by

\[
x^*_n - x_n = (y_0 + d \cos(kx^*_n))/\tan(\theta_n) .
\]

and in a similar way, the second part is

\[
x_{n+1} - x^*_n = (y_0 + d \cos(kx^*_n))/\tan(\theta_{n+1}) .
\] \(^{(1)}\)

The term \( x^*_n \) gives the exact location of the collision on the corrugated surface. On the other hand, the angle \( \theta_n \) is written as

\[
\theta_{n+1} = \theta_n - 2\psi_n ,
\]

See details in Fig. 1(b).

\(^3\) This is a standard approximation which is very useful to speed up the numerical simulations since no transcendental equations must be solved, as they have to be in the corresponding complete version of the problem.
where \( \tan(\psi_n(x)) = \frac{dy(x)}{dx} = -dk \sin(kx_n^*) \) gives the slope of the corrugated surface at the point \( x = x_n^* \). The condition of specular reflection was used in the derivation of the Eq. (2). Equations (1) and (2) correspond to the exact form of the mapping. In this paper however, we consider only a simplified version. In this sense, the following approximations are taken into account:

1. The relative corrugation is assumed to be small. It implies that \( d/y_0 \ll 1 \), yielding \( y_0 + d \cos(kx_n^*) \approx y_0 \);
2. For the limit of small corrugation, it is also assumed that \( \tan(\psi_n) \approx \psi_n \).
3. Considering small reflection angles we have \( \tan(\theta_n) \approx \theta_n \).

Fig. 1. (a) Reflection from the corrugated surface of a light ray coming from the flat surface at \( y = 0 \). (b) Details of the trajectory before and after a collision with the corrugated surface.
We note that the approximation of small relative corrugation is singular: For $d = 0$, the system is integrable, since the two boundaries are parallel plates and the phase space shows only straight lines. However, if $d \neq 0$ the phase space becomes mixed and exhibits chaos, invariant spanning curves and periodic islands. There is an abrupt transition from integrability to non integrability when the control parameter goes from $d = 0$ to $d \neq 0$.

Before writing the equations of the mapping, we note that there are an excessive number of control parameters, namely $d$, $k$, $y_0$. The dynamics does not depend on all of them. It is convenient to define the following dimensionless variables $\delta = d/y_0$, $\gamma_n = \theta_n/y_0 k$ and finally $X_n = kx_n$. With this set of new variables, the only relevant control parameter is $\delta$. The two dimensional non linear mapping is given by

$$
T: \begin{cases} 
X_{n+1} = X_n + \left[ \frac{1}{\gamma_n} + \frac{1}{\gamma_{n+1}} \right] \mod(2\pi) \\
\gamma_{n+1} = \gamma_n + 2\delta \sin \left( X_n + \frac{1}{\gamma_n} \right) 
\end{cases} \quad (3)
$$

The determinant of the Jacobian matrix is the unity and the mapping preserves the phase space area.

Figure 2 shows the phase space generated by the iteration of mapping (3). One sees that there is a complex structure containing periodic islands surrounded by a large chaotic sea that is confined between two invariant spanning curves, where one is positive and other negative. The chaotic sea was characterised using Lyapunov exponents. These shows great applicability as a practical tool that can quantify the average expansion or contraction rate for a small volume of initial conditions. As discussed in (29), the Lyapunov exponents are defined as

$$
\lambda_j = \lim_{n \to \infty} \frac{1}{n} \ln |\Lambda_j| \quad , \quad j = 1, 2 \quad , \quad (4)
$$

where $\Lambda_j$ are the eigenvalues of $M = \prod_{i=1}^n J_i(\gamma_i, X_i)$ and $J_i$ is the Jacobian matrix evaluated over the orbit $(\gamma_i, X_i)$. If at least one of the $\lambda_j$ is positive then the orbit is classified as chaotic. Therefore we define $\lambda$ as the larger value of the $\lambda_j$. The average value for the positive Lyapunov exponent obtained for the control parameter $\delta = 10^{-3}$ was $\bar{\lambda} = 1.624(7)$ where the error 0.007 corresponds to the standard deviation of an ensemble of 10 different initial conditions chosen along the chaotic region. The behaviour of the positive Lyapunov exponent as a function of the control parameter $\delta$ is shown in Fig. 3.

We see that the variation of the positive Lyapunov exponent is relatively small for the range of control parameters considered. For a range of three decades in the control parameter $\delta$, namely $\delta \in [10^{-5}, 10^{-2}]$, the Lyapunov exponent varies by about 10%.
As the control parameter $\delta$ varies, consequently the edge of the chaotic sea and the position of the two first (positive and negative) invariant spanning curves vary too. Since these two curves separate global from local chaos, we expect that the dynamics of the system can be locally described using the Standard map. To do so, we follow similar procedure used in Ref. (30) and write the reflection angle as

$$\gamma_{n+1} \cong \gamma^* + \Delta \gamma_{n+1},$$

where $\gamma^*$ is a typical value of the reflection angle along the invariant spanning curve and $\Delta \gamma_{n+1}$ is a small perturbation of the angle. If we consider $Z_n = X_n + 1/\gamma_n$, rewrite the first equation of the mapping (3), expand it in Taylor series, rearrange the results and define the new variables $I_{n+1} = -\frac{2\Delta \gamma_{n+1}}{\gamma^*} + \frac{2}{\gamma}$ and $\phi_n = Z_n + \pi$, we obtain the mapping

$$T : \begin{cases} I_{n+1} = I_n + \frac{4\delta}{\gamma^*} \sin(\phi_n) \\ \phi_{n+1} = \phi_n + I_{n+1} \end{cases},$$

where $\gamma^*$ is a typical value of the reflection angle along the invariant spanning curve and $\Delta \gamma_{n+1}$ is a small perturbation of the angle. If we consider $Z_n = X_n + 1/\gamma_n$, rewrite the first equation of the mapping (3), expand it in Taylor series, rearrange the results and define the new variables $I_{n+1} = -\frac{2\Delta \gamma_{n+1}}{\gamma^*} + \frac{2}{\gamma}$ and $\phi_n = Z_n + \pi$, we obtain the mapping

$$T : \begin{cases} I_{n+1} = I_n + \frac{4\delta}{\gamma^*} \sin(\phi_n) \\ \phi_{n+1} = \phi_n + I_{n+1} \end{cases},$$

where $\gamma^*$ is a typical value of the reflection angle along the invariant spanning curve and $\Delta \gamma_{n+1}$ is a small perturbation of the angle. If we consider $Z_n = X_n + 1/\gamma_n$, rewrite the first equation of the mapping (3), expand it in Taylor series, rearrange the results and define the new variables $I_{n+1} = -\frac{2\Delta \gamma_{n+1}}{\gamma^*} + \frac{2}{\gamma}$ and $\phi_n = Z_n + \pi$, we obtain the mapping

$$T : \begin{cases} I_{n+1} = I_n + \frac{4\delta}{\gamma^*} \sin(\phi_n) \\ \phi_{n+1} = \phi_n + I_{n+1} \end{cases},$$

where $\gamma^*$ is a typical value of the reflection angle along the invariant spanning curve and $\Delta \gamma_{n+1}$ is a small perturbation of the angle. If we consider $Z_n = X_n + 1/\gamma_n$, rewrite the first equation of the mapping (3), expand it in Taylor series, rearrange the results and define the new variables $I_{n+1} = -\frac{2\Delta \gamma_{n+1}}{\gamma^*} + \frac{2}{\gamma}$ and $\phi_n = Z_n + \pi$, we obtain the mapping

$$T : \begin{cases} I_{n+1} = I_n + \frac{4\delta}{\gamma^*} \sin(\phi_n) \\ \phi_{n+1} = \phi_n + I_{n+1} \end{cases},$$
where one recognises an effective control parameter given by $K_{\text{eff}} = 4\delta/\gamma^*$. As discussed in Ref. (31), the transition from local to global chaos occurs at $K_{\text{eff}} \approx 0.971\ldots$, we obtain that the two invariant spanning curves that limit the chaotic sea are given by

$$\gamma^* \approx \pm 2\sqrt{\frac{\delta}{0.971\ldots}}.$$  

(7)

Therefore we can conclude that the size of the chaotic sea is proportional to $\sqrt{\delta}$ as previously discussed in Ref. (30). A numerical simulation was made in support of this result, as shown in Fig. 4

3 Scaling and escape of particles for the chaotic sea

In this section we introduce a hole in the chaotic sea letting the particle escape when reaching $|\gamma| \geq \gamma_c > 0$, where $\gamma_c$ is always smaller than those observed in the first invariant spanning curve. Our main goal with this approach is to understand the dynamics of the escape, along the chaotic component of the dynamics, considering an ensemble of initial conditions. We give an initial condition along the chaotic sea with small initial $\gamma_0 = 10^{-5}\delta$ and a random $X_0$ and let the dynamics evolve for up to $10^7$ collisions using an ensemble of $10^9$ different initial conditions $X_0 \in [0, 2\pi)$. During the dynamics, if $|\gamma_n| \geq \gamma_c$, we interrupt the evolution, collect the number of collisions until that time and start a new initial condition. Using this procedure, we obtain a histogram of escape frequency, as shown in Fig. 5(a) for different control parameters as well.
Fig. 4. Plot of the minimum value of $\gamma$ at the first invariant spanning curve as a function of $\delta$ together with the evaluation of Eq. (7). A power law fitting gives $\gamma \propto \delta^{0.505(2)}$.

as different positions of the hole $\gamma_c$. We see a rapid growth for short $n$ when the histogram reaches a maximum at $n_p$. After that there is a decay for large $n$ approaching zero asymptotically. For the ensemble used, few orbits do not escape until $10^7$. However the histogram shown in Fig. 5(a) was rescaled to maximum $10^5$ only for visualisation. The peak position $n_p$ is an increasing function of $\gamma_c$. A plot of $n_p$ vs $\gamma_c$ produces a power law with an exponent $u = 1.97(1)$ as shown in Fig. 6(a). If we consider the transport in this system as a normal Brownian diffusion, we would expect that $n_p$ is proportional to $\gamma_c^2$. However, due to stickiness and trapping of particle near the islands, the exponent obtained is slightly smaller than 2, specifically 1.97(1), as shown in Fig. 6(a). A plot of $n_p$ vs $\delta$ for different values of $\gamma_c$ is shown in Fig. 6(b) for the following escape parameter, together with their power law fits: $\gamma_c = 20\%\gamma_{inv}$ with $\zeta = -0.950(8)$; $\gamma_c = 40\%\gamma_{inv}$ and $\zeta = -0.951(6)$; finally $\gamma_c = 70\%\gamma_{inv}$ with $\zeta = -0.97(2)$. The average $\tilde{\zeta} = -0.95(1)$. Given now that the exponent $\tilde{\zeta}$ is obtained, the histogram of escape frequency considered both as a function of $\delta$ and $\gamma_c$ can be rescaled to overlap all curves onto a single plot as shown in Fig. 5(b).

This scaling invariance of the histogram of escape frequency was also observed for the problem of a particle confined inside an infinite box of potential containing a time varying well (32). The dynamics of that model was described by the use of a two dimensional nonlinear and area preserving mapping. The system has three relevant control parameters namely: (1) $\delta$, controlling the relative amplitude of oscillation of the oscillating well; (2) $N_c$, controlling the
Fig. 5. (a) Histogram of escape frequency for different $\gamma_c$ and different $\delta$. (b) Overlap of all curves shown in (a) onto a single and universal plot after a rescale $n \rightarrow n(\gamma_c^2 \delta^{-0.95})$.

frequency of oscillation of the well and (3) $r$, controlling the relative width of the well with respect to the box of infinity potential. Each one of them leads to different exponents characterising the behaviour for $n_p$ and scaling invariance for the behaviour of histogram of escape frequency is also observed. Despite the mixed structure of the phase space observed for both models, the exponent obtained for the peak of the histogram of escape is different for either models which must therefore arise from different average properties of the chaotic sea.

4 Summary and Conclusions

In summary, we have considered the problem of light ray reflection in a periodically corrugated waveguide. The chaotic sea confined between the first two (positive and negative) invariant spanning curves was characterised using scaling arguments together with a connection with the Standard map. When hole is introduced in the chaotic sea, the histogram of escape frequency exhibits a
Fig. 6. (a) Plot of $n_p$ vs $\gamma_c$. A power law fitting furnishes an exponent $u = 1.97(1)$. (b) Plot of $n_p \times \delta$ and respective power law fittings for $\gamma_c = 20\% \gamma_{inv}$ with $\zeta = -0.950(8)$; $\gamma_c = 40\% \gamma_{inv}$ with $\zeta = -0.951(6)$; and finally $\gamma_c = 70\% \gamma_{inv}$ with $\zeta = -0.97(2)$.

growth marked by a maximum and a decay at longer iterations (reflections). The maximum of the histogram was used to obtain scaling relations and to overlap all curves of the histogram obtained as function of the control parameter as well as the position of the escape, onto a single and universal plot. It would be interesting in the future to trace the signature of these scalings in the quantum regime.
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