Faster than expected escape for a class of fully chaotic maps
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We investigate the dependence of the escape rate on the position of a hole placed in uniformly hyperbolic systems admitting a finite Markov partition. We derive an exact periodic orbit formula for finite size Markov holes which differs from other periodic expansions in the literature and can account for additional distortion to maps with piecewise constant expansion rate. Using asymptotic expansions in powers of hole size we show that for systems conjugate to the binary shift, the average escape rate is always larger than the expectation based on the hole size. Moreover, we show that in the small hole limit the difference between the two decays like a known constant times the square of the hole size. Finally, we relate this problem to the random choice of hole positions and we discuss possible extensions of our results to non-Markov holes as well as applications to leaky dynamical networks. © 2012 American Institute of Physics. [http://dx.doi.org/10.1063/1.4766723]

In deterministic chaotic systems, the probability that a particle does not escape through some pre-specified leaking region or hole decays exponentially with time. One feature of this problem that has received recent attention is that even if the escape rate is of the order of the hole size it exhibits strong fluctuations depending on the hole’s position. In this paper we compare the typical escape rate obtained through two different procedures of introducing the holes in the setting of uniformly hyperbolic maps. In the first case, a small hole is placed at random in a specific location of the phase space, and so the expected escape rate is the average over all possible hole positions. In the second case, the random choice of hole position is performed independently at each time step and trajectory. This leads to a commonly used estimate for the average escape rate and corresponds also to the physical picture that the map is partially leaking in the whole phase space. While both these averages are equal in the limit of small holes, we show analytically (and confirm numerically) that for small but finite sized Markov holes in systems conjugate to the binary shift, the former is greater than the latter, and so escape is faster than expected.

I. INTRODUCTION

In recent years physical problems and mathematical results have motivated a renewed interest in the problem of placing holes through which trajectories can leak out from otherwise closed chaotic dynamical systems1,2 (for a recent review see Ref. 3). The non-trivial aspect of this problem is that the properties of the open system depend sensitively on the position of the hole.4–12 For instance, in Fig. 1 we show the escape rate $\gamma_i$ (i.e., the exponential rate of decay of smooth initial conditions) of the fully chaotic one-dimensional doubling map for different positions $i = 0…2^n - 1$ for holes of size $h = 2^{-n}$ and $n = 6$. In the limit of small holes sizes $h \to 0$, it is well known that for any position (apart from a zero measure set) $\gamma_i/h \to 1$. The most natural (and naive) approximation to finite (but small) holes assumes that the (conditionally invariant) density13 remains uniform inside the open system, and therefore

$$\gamma = -\ln(1 - h) = h + \frac{1}{2} h^2 + O(h^3).$$

(1)

The expectation $\bar{\gamma}$ appears as horizontal lines in Fig. 1 and correctly predicts the order of magnitude of the escape rate. The most striking deviation from this general feature is the deep minima, which are located at the positions of the lowest order periodic orbits.4 Considering a sequence of holes shrinking to a 2-periodic point of the open doubling map, Ref. 8 shows rigorously that the escape rate is to first order given by

$$\bar{\gamma} = h(1 - 2^{-\varphi}) + o(h).$$

(2)

Observing this estimation in Fig. 1 we see that it provides an improvement over the naive estimation of Eq. (1) with $\tilde{\gamma} < \bar{\gamma}$ and correctly captures some of the fluctuations in $\gamma_i$ for finite size holes.

In this paper we argue that there are many additional interesting features in the position dependence of $\gamma_i$, apart from the minima, and require one to go beyond Eq. (2). To see this, consider the average escape rate $\langle \gamma \rangle = 2^{-n} \sum_{i=0}^{2^n-1} \gamma_i$ over the $2^n$ equally spaced hole positions (which correspond also to the expected $\gamma_i$ if $i$ is chosen randomly). From Eq. (2) we could expect that periodic orbits typically reduce the escape rate and therefore $\langle \gamma \rangle$ would be smaller than $\bar{\gamma}$. In this paper we will show that for the doubling map and for a large class of fully chaotic Markov systems the opposite is true and

$$\langle \gamma \rangle \geq \bar{\gamma}.$$  

(3)

We will show that inequality can be obtained through an asymptotic expansion to second order in hole size $h$ of an exact
In general, a closed map can be opened by choosing any subset of its phase space $\mathcal{M}$ as a hole through which trajectories can escape never to return. For Markov maps, it is natural to consider the $i$th element of the Markov partition as the hole $H_i \subset \mathcal{M}$. Here, we denote $f$ as the open map corresponding to $f$. At each iterate $j$ of $f$, a proportion of mass $\nu_j$ may be lost to $H_i$ and therefore $\tilde{f} : \mathcal{M} \setminus H_i \to \mathcal{M}$. Typically, in strongly chaotic maps (e.g., with exponential decay of correlations), the proportion of mass remaining in the system decays exponentially with $n$ such that the escape rate

$$\gamma = \lim_{n \to \infty} -\frac{1}{n} \ln P(n),$$

is well defined. Here, $P(n) = \prod_{j=1}^n (1 - \nu_j)$ is called the survival probability. The leading eigenfunction of the open Perron-Frobenius operator $\hat{L}$ associated with $\tilde{f}$ is now the conditionally invariant density $\rho_c(x)$ (see also Ref. 13) such that $\hat{L}^n \rho_c(x) = e^{-\gamma n} \rho_c(x)$, and the escape rate can be obtained from the leading eigenvalue $\lambda < 1$ of $\hat{L}$ through the relation $\gamma = -\ln \lambda$ (see also Ref. 18). For Markov maps, $\rho_c(x)$ is again piecewise constant, and so one looks at the leading eigenvalue of the finite matrix $T_i \equiv \hat{L}$, where the subscript $i \in [0, N-1]$ characterizes the position of $H_i$ and is simply a zero-valued $(i + 1)$th column. Note that the matrices $T$ and $T_i$ are non-negative and hence by the Perron-Frobenius theorem have a real positive eigenvalue (the Perron root) which is greater or equal in absolute value than all other eigenvalues. Moreover, they are sparse, and hence one can utilize preconditioned iterative solvers for fast computations.

For the greater part of this paper we will use the one dimensional doubling map $f(x) = 2x \pmod{1}$ as our paradigm example and later generalize the results to other systems. We choose the doubling map as it is uniformly expanding and has invariant density $\rho(x) = 1$ on the unit interval, thus making it amenable to analysis with the methods we employ. In particular, there is a close correspondence between the binary representation of a point $x = 0.a_1 a_2 a_3 \ldots$, and the symbolic dynamics for the partition $\{[0, 1/2), [1/2, 1]\}$, modulo minor details to do with dyadic rationals (i.e., fractions with denominator a power of 2), a zero measure set. Hence, with the partition $I_n = \{I_n\}_{n=0}^{n-1}$, where $I_n = [i, i + 1)2^{-n}$ for $n > 0 \mbox{ and } i \in [0, 2^n - 1]$, one can consider the open doubling map $\tilde{f}$ with a Markov hole $H_i = I_n$, of size $h = |H_i| = 2^{-n}$ with respect to the relevant invariant measure of the closed map $f$ (in this case Lebesgue). The leading eigenfunction of the corresponding $2^n \times 2^n$ transfer matrix $T_i$ is piecewise constant on these intervals, and so the leading eigenvalue can be calculated exactly as the root of a finite polynomial, or numerically to arbitrary precision.

It originally came as a surprise when the escape rate of uniformly hyperbolic systems was shown to be strongly dependent on the position of $H_i$, allowing for the possibility of escape through some holes to be as fast as through holes which are twice as big.\textsuperscript{4} Similar results were also observed in two dimensional billiard models\textsuperscript{19} (for a recent review see Ref. 20). This striking observation (amongst others) was
originally proved in Ref. 8 for finite size holes in a large class of hyperbolic maps, later generalized and applied to the context of metastability in Ref. 6 and that of diffusion in Ref. 10. Significantly, for the open doubling map, Eq. (2) suggests that the local escape rate for each hole is \( \lim_{h \to 0} \gamma/h = 1 - 2^{-v} \), and since the number of aperiodic points (i.e., irrational numbers) is of full measure, almost every point in \([0, 1]\) has a local escape rate equal to 1.\(^8\) Indeed, Eq. (2) which neglects the many local maxima where \( \gamma/h > 1 \) (see Fig. 1) would wrongfully suggest that the \( \gamma = \text{h limit is approached from below since every finite sized hole contains a periodic orbit of finite period. It was however noted in Ref. 8 that below since every finite sized hole \( H_t \) is maximal among all other possible holes of equal size. Based on this observation, we will show here that for many holes and indeed for the average \( \langle \gamma \rangle \), the \( \gamma = \text{h limit is in fact approached from above.} \)

A commonly used and very useful estimate for \( \gamma \) is given by \( \bar{\gamma} \) as in Eq. (1), which is what Ref. 5 refers to as the “naive” estimate since it is equivalent to a binomial estimate for recurrence times in a purely random process and also to the escape rate in the presence of strong noise.\(^{21}\) Interestingly, a connection can also be made with random maps. We briefly recall that a random map is a discrete time process in which one of \( N \) maps is selected at random and applied separately at each time step.\(^{22}\) Thus, in the spirit of Ref. 23, one can define an average transfer matrix for open Markov maps as \( T = \sum_{i=0}^{N-1} q_i T_i \), with probability weights \( q_i \). The corresponding average escape rate is calculated from the leading eigenvalue of \( T \). For the open doubling map (where \( N = 2^n \)), if all but one \( q_i \) are equal to zero, then we are in the situation described previously with the escape rate being strongly position dependent. If however all transfer matrices are equally probable to occur then all \( q_i = 2^{-n} \) and \( T = (1 - 2^{-n}) T \), where \( T \) is the transfer matrix for the closed system. This case corresponds to partial leakage (reflection coefficient equals to \( 1 - h \)) uniform in the phase space and so the escape rate \( \bar{\gamma} \) equals that of Eq. (1) with \( h = 2^{-n} \) since \( T \) is measure preserving and so has largest eigenvalue equal to 1.

We are interested in the following natural question: If a Markov hole is chosen at random, what escape rate should one expect? or equivalently, What is the average of the curve shown in Fig. 1?\(^7\) We thus define this average for a Markov map with \( N \) possible hole positions as

\[
\langle \gamma \rangle = \sum_{i=0}^{N-1} h_i \gamma_i, \tag{5}
\]

For the doubling map, all \( h_i = 2^{-n} \) and therefore \( \langle \gamma \rangle \) is just an arithmetic mean. In the limit of large \( n \) we have that \( \langle \gamma \rangle \) converges to the size of the hole in agreement with both Eq. (1) and Eq. (2). It is the intention of this paper however to show that for a large class of Markov maps this limit is actually approached from above rather than below. We do this by first deriving an exact periodic orbit formula for Markov maps (Sec. III A) which we then asymptotically expand to second order in hole size (Sec. III B). We then take the arithmetic mean of all \( 2^n \) escape rates and obtain an asymptotic expansion of \( \langle \gamma \rangle \) (Sec. III C) leading to the inequality (3) for \( n > 1 \). Thus the escape rate is typically faster than the expected naive estimate \( \bar{\gamma} \).

III. MAIN RESULTS

A. Periodic orbit formula for Markov maps

As discussed above, the leading eigenvalue \( \lambda \) for the open doubling map is given by the solution of a polynomial equation, the characteristic equation of the transfer matrix \( T \). To make progress we need an explicit expression for this polynomial. While this has been discussed in a number of contexts, the form in which we express this, a new periodic orbit formula, is of interest in its own right.

Historically, this problem has been considered from the point of view of the waiting time distribution for finding a given fixed sequence \( S \) of \( n \) symbols in a sequence \( \mathcal{S} \) built drawing an independent identically distributed random variable, which has practical applications in computer search algorithms and DNA sequence analysis. While similar expressions were stated as early as 1966,\(^{24}\) the most convenient starting point is Theorem 2.1 of Ref. 25 which gives (using our notation) the following recursion relation for the probability \( w_t \) of stopping after exactly \( t \geq n \) symbols:

\[
w_t = 2^{-n} - 2^{-n} \sum_{p=n}^{t-n} w_p - \sum_{p=t-n+1}^{t} w_p 2^{-(t-p)} \chi_{p+n-t}, \tag{6}
\]

where \( \chi_r \) is one if the first and last \( r \) symbols of \( S \) are identical, otherwise zero.

Since \( \mathcal{S} \) is constructed from independent random events (e.g., a toss of coin), we expect \( w_t \) to decay exponentially for large \( t \) and therefore we assume that \( w_t = c \lambda^t (1 + o(t^{-z})) \) for any power \( z > 0 \). This assumption also reflects the exponentially decaying survival probability of strongly chaotic maps (cf., Eq. (4)) where the mixing property of the dynamics causes the system to “forget” its initial state and therefore \( P(n) \) decays as a Poisson process. Moreover, since the \( w_t \) are probabilities they sum to one. Thus, by the use of the formula for a geometric series, the first two terms on the RHS become

\[
2^{-n} \left( 1 - \sum_{p=n}^{t-n} w_p \right) = 2^{-n} \sum_{p=t-n+1}^{\infty} w_p = \frac{(2\lambda)^{-n}}{1 - \lambda} \chi_{t-n+1} (1 + o(t^{-z})). \tag{7}
\]

Substituting this into Eq. (6), writing \( J = t - p \) in last sum on the RHS of Eq. (6) and relabeling \( J \) as \( p \), dividing everything by \( c \lambda^p \), and then taking the limit \( t \to \infty \) we arrive at an exact formula

\[
1 - \frac{\lambda}{1 - \lambda} (2\lambda)^{-n} - \sum_{p=1}^{n-1} (2\lambda)^{-p} \chi_{n-p}. \tag{8}
\]

We now connect this problem to the characteristic equation of the transfer matrix \( T_j \) (not restricted to the \( T_j \) of
the doubling map). First we notice that for each hole indexed by \( i = 0 \ldots 2^n - 1 \), there is a fixed point of the map \( f^n \). We then interpret the symbolic sequence \( S_i \) of the periodic orbit associated to this fixed point as the symbolic sequence of the hole \( H_i \). Significantly, in the case of the doubling map, \( S_i \) is precisely the \( n \)-digit binary representation of the hole index \( i \). Next we notice that \( Z_{n-p} \) used above indicates exactly the number (zero or one) of periodic points of length \( p \) in the interval \( H_i = I_{n,i} \). Thus Eq. (8) can be written as

\[
1 = \frac{\lambda}{1 - \lambda} (2\lambda)^{-n} - \sum_{p=1}^{n-1} \sum_{x \in H_i} (2\lambda)^{-p}. \tag{9}
\]

For the doubling map with Markov holes \( H_i \), all of size \( h = 2^{-n} \), Eq. (9) is exactly equal to the characteristic equation of \( T_i \) multiplied by \( h\lambda/(\lambda - 1) \) and can be rearranged and expressed as

\[
(\lambda - 1) \left( 2^n \lambda^{n-1} + \sum_{p=0}^{p=n} (2^{n-p} \lambda^{n-p-1}) \right) + 1 = 0, \tag{10}
\]

where \( p \in [1, n-1] \) is the set of periods \( p < n \) for periodic points in \( H_i \). We shall use this expression in Subsection III B in order to obtain improved asymptotics in hole size formulas for the escape rate.

A more compact and perhaps elegant version of expression (9) can be obtained by noting that each period \( p \geq n \) has exactly \( 2^{n-p} \) periodic points in the interval \( H_i \) irrespective of the value of \( i \). Thus we have a geometric series

\[
\sum_{p=n}^{\infty} \sum_{x} (z/2)^p = \sum_{p=n}^{\infty} 2^{n-p} (z/2)^p = \frac{(z/2)^n}{1 - z}, \tag{11}
\]

which converges for \( |z| < 1 \) and has an analytic continuation at all complex \( z \neq 1 \). We combine Eq. (11) with the finite sum of short periodic orbits in Eq. (9) to construct a function

\[
Z_i(z) = 1 + \sum_{p=1}^{\infty} \sum_{x \in H_i} (z/2)^p, \tag{12}
\]

which can likewise be uniquely defined for all \( z \neq 1 \) by analytic continuation. Thus we come to our first main result: \textit{For the doubling map with a Markov hole \( H_i \), we have that} \( Z_i(2^{-1}) = 0 \).

Note that Eq. (12) differs from other periodic expansions in the literature\(^{36,27}\) in that it enumerates periodic points in the hole rather than periodic orbits that avoid it (see also Ref. 5), the sum is over all periodic points at all periods, and it is always divergent, i.e., requires analytic continuation for its definition. As with similar number-theoretic and dynamical zeta functions (see also Ref. 27), it has the paradoxical property that the (correctly interpreted) sum of a positive divergent series is zero. The derivation naturally generalize to Markov maps with more than two full branches, including where each branch has a different expansion factor, i.e., skewed maps; here the factor \( 2^{-p} \) is replaced by the expansion factor of the relevant periodic orbit. We emphasize that this periodic orbit formula is exact, and applies to Markov holes of all sizes.

### B. Small hole asymptotics

We now expand the escape rate in powers of the hole size \( h \); as can be seen from a similar calculation\(^{29}\) this can be useful whether or not the function is smooth. As in Ref. 28 we need to allow the coefficients to contain polynomial functions of \( n = \lfloor \log_2 h \rfloor \). We write \( \gamma = \gamma^{(1)} h + \gamma^{(2)} h^2 + \ldots \) so that the small hole expansion for the corresponding eigenvalue is of the form \( \lambda = 1 - \lambda^{(1)} h - \lambda^{(2)} h^2 + \ldots \) to second order such that \( \gamma^{(1)} = (\lambda^{(1)})^{1/2} \) and \( \gamma^{(2)} = (\lambda^{(1)})^{1/2} (\lambda^{(1)})^{1/2} / 2 \). Substituting these into Eq. (10) we obtain

\[
\sum_{p \in \mathcal{P}_h} \left[ \left( -1 - (n-p-1)\lambda^{(1)} h \right.ight.
\]

\[
- \left( (n-p-1)\lambda^{(2)} - \frac{(n-p-1)(n-p-2)}{2} (\lambda^{(1)})^2 \right) h^2 - \ldots \right]
\]

\[
\left. \left. \left. + 1 = 0, \right. \right. \right. \tag{13}
\]

where \( \mathcal{P}_h = \mathcal{P} \cup \{0\} \). Collecting terms of order \( h^0 = 1 \) and \( h^1 = 2^{-n} \) gives

\[
\gamma^{(1)} = \left( \sum_{p \in \mathcal{P}_h} 2^{-p} \right)^{-1}, \tag{14}
\]

\[
\gamma^{(2)} = \frac{\sum_{p \in \mathcal{P}_h} (n-p-1/2) 2^{-p}}{\left( \sum_{p \in \mathcal{P}_h} 2^{-p} \right)^2}, \tag{15}
\]

respectively. The expansion can be performed nicely to arbitrary order.

We now make the important observation that each Markov hole may be one of two types. Type A holes contain a single primitive periodic orbit of period \( \varphi \in [1, n/2] \) which is repeated up to \( n-1 \) and may also contain periodic orbits with periods \( p \in (n/2, n-1] \) which are non-repeats of \( \varphi \). Typically, type A holes are associated with escape rates \( \gamma_1 \lesssim h \) due to the short periodic orbits. Type B holes contain none or many primitive periodic orbits of periods \( p \in (n/2, n-1] \) and usually have escape rates \( \gamma_2 \gtrsim h \). In particular, the maximal escape rates appear in type B holes, and the number of such holes is given by the integer sequence\(^{29}\) \( A003000 \) which refers to the number of “bifix-free” words of length \( n \) over a two-letter alphabet and increases like \( \sim 0.2678 \times 2^n \). We call the sets of type A and B holes \( \mathcal{A}, \mathcal{B} \subseteq [1, 2^n] \), respectively, such that \( |\mathcal{A}| + |\mathcal{B}| = 2^n \). This simple classification of holes turns out
to efficiently capture the fluctuations of \( \gamma_i \) and is therefore key in calculating the average given by Eq. (5). We will now treat each case separately.

1. **Type A holes**

As there is only a single primitive periodic orbit of period \( \varphi \leq n/2 \), the sums in Eqs. (14) and (15) must count repeats of this orbit up to \( n - 1 \), that is

\[
\sum_{p \in \mathbb{P}} 2^{-p} = \sum_{i=1}^{\lfloor n/\varphi \rfloor} 2^{-\varphi} + \sum_{p : \varphi | p} 2^{-p}
\]

\[
= 2^{-\varphi} \frac{1 - 2^{-\varphi}}{1 - 2^{-\varphi}} + \sum_{p : \varphi | p} 2^{-p},
\]

where \( \varphi = \min(\mathbb{P}) \leq n/2 \) and \( m = \lfloor \frac{n-1}{\varphi} \rfloor \geq 1 \). Substituting back into Eq. (14) we obtain that

\[
\gamma^{(1)} = 1 - 2^{-\varphi} + 2^{-(m+1)\varphi} - \sum_{p : \varphi | p} 2^{-p} \quad \ldots \quad (17)
\]

Notice that the leading order term is equal to Eq. (2) since the sum in Eq. (17) is at most of order \( \sim 2^{-n/2} \).

We now consider the numerator of \( \gamma^{(2)} \) in Eq. (15). We have that

\[
\sum_{p \in \mathbb{P}} \left( n - p - \left\lfloor \frac{n}{2} \right\rfloor \right) 2^{-p}
\]

\[
= \sum_{i=0}^{m} \left( n - \varphi i - \left\lfloor \frac{n}{2} \right\rfloor \right) 2^{-\varphi i} + \sum_{p : \varphi | p} \left( n - p - \left\lfloor \frac{n}{2} \right\rfloor \right) 2^{-p}
\]

\[
= n - \frac{1}{2} \frac{1 - 2^{-\varphi}}{1 - 2^{-\varphi}} + \sum_{p : \varphi | p} \left( n - p - \left\lfloor \frac{n}{2} \right\rfloor \right) 2^{-p} \ldots \quad (18)
\]

Approximating the denominator of \( \gamma^{(2)} \) by \( (1 - 2^{-\varphi})^{-3} \), ignoring the sum (which is of higher order) and combining with Eq. (18), we obtain that

\[
\gamma^{(2)} = \left( n - \frac{1}{2} \right) (1 - 2^{-\varphi})^2 - \varphi 2^{-\varphi}(1 - 2^{-\varphi}) \quad \ldots \quad (19)
\]

2. **Type B holes**

As there may be many primitive periodic orbits of length \( p > n/2 \) we expand Eq. (14) in a binomial series to get

\[
\gamma^{(1)} = \left( 1 + \sum_{p \in \mathbb{P}} 2^{-p} \right)^{-1}
\]

\[
= 1 - \sum_{p \in \mathbb{P}} 2^{-p} + \left( \sum_{p \in \mathbb{P}} 2^{-p} \right)^2 - \ldots \quad (20)
\]

For \( \gamma^{(2)} \) it is sufficient to keep only the leading order term given by \( p = 0 \) such that \( \gamma^{(2)} = n - 1/2 \).

3. **Comparison with true escape rate**

We define \( \gamma_i \) as the escape rate corresponding to hole \( H_i = I_{x,i} \), such that we have the following approximations for type A holes:

\[
\gamma_{i \in A} = \left( 1 - 2^{-\varphi} + 2^{-(m+1)\varphi} - \sum_{p : \varphi | p} 2^{-p} \right) h
\]

\[
+ \left[ \left( n - \frac{1}{2} \right) (1 - 2^{-\varphi})^2 - \varphi 2^{-\varphi}(1 - 2^{-\varphi}) \right] h^2 + o(h^2),
\]

(21)

and for type B holes

\[
\gamma_{i \in B} = \left[ 1 - \sum_{p \in \mathbb{P}} 2^{-p} \right] h + \left[ n - \frac{1}{2} \right] h^2 + o(h^2).
\]

(22)

Fig. 1 shows a comparison of Eq. (2) and Eqs. (21) and (22) against the true values of \( \gamma \) for \( n = 6, 7 \). It is clear that the improved asymptotics now successfully capture both local maxima and minima of the escape rate.

C. **The average escape rate**

Equipped with Eqs. (21) and (22) we can now take the arithmetic mean of all \( \gamma_i \)'s to obtain an asymptotic approximation to \( \langle \gamma \rangle \). To do this we need to know the number of periodic points \( a(\varphi) \) in \([0, 1]\) with primitive orbit lengths \( \varphi \geq 1 \). For the doubling map \( f \), we have that \( a(\varphi) = 2, 6, 12, 30, 54, \ldots \) which exactly equals the number of aperiodic binary strings of length \( \varphi \) and is given by the integer sequence A027375 described by the formula

\[
a(\varphi) = \sum_{d | \varphi} \mu(d) 2^{\varphi/d},
\]

(23)

where \( \mu(d) \) here is the number theoretic Möbius function. Hence, there are \( |A| = \sum_{i=1}^{n/2} a(\varphi) \) type A holes and \( |B| = 2^n - |A| \) type B holes.

We first sum over the escape rates of type A holes. For this it is sufficient to keep just the leading order term of \( \gamma_{i \in A} = (1 - 2^{-\varphi})h \). We have that

\[
\sum_{i \in A} \gamma_i = \left( |A| - \sum_{d=1}^{n/2} \frac{a(\varphi) 2^{-\varphi}}{d} \right) h
\]

\[
= \left( |A| - \sum_{d=1}^{n/2} \frac{\sum_{d | \varphi} \mu(d) 2^{\varphi/d}}{d} \right) h
\]

\[
= \left( |A| - \left[ \frac{n}{2} \right] + \sum_{d=2}^{n/2} \frac{\mu(d) 2^{-d-1}}{d} \right) h
\]

\[
= \left[ |A| - \left[ \frac{n}{2} \right] + \left[ 2^{-[n/4]} + \frac{2^{-2[n/6]} + \ldots}{3} \right] \right]
\]

\[
+ \sum_{d=2}^{n/2} \frac{-\mu(d)}{1 - 2^{-d-1}} h,
\]

(24)
where we have set $\varphi = jd$ and $k = \lfloor n/(2d) \rfloor$ in order to exchange the order of the sums in the second equality and $[x]$ is the integer part of $x$ (floor function). Therefore, Eq. (24) converges exponentially to

$$\sum_{i \in A} \gamma_i = \left( |A| - \left\lfloor \frac{n}{2} \right\rfloor + \kappa \right) h,$$

where $\kappa = \sum_{d > 1} \frac{n}{2d} - \frac{n(d)}{2} \approx 1.382714$ for $n \gg 1$.

We now sum over the escape rates of type $B$ holes. Here it is necessary to keep terms up to second order in $h$. We have that

$$\sum_{i \in B} \gamma_i = \left( |B| - \sum_{p=1}^{n-1} a(p)2^{-p} \right) h + \left( n - \frac{1}{2} \right) h^2,$$

$$= \left( |B| - \left( \frac{n}{2} - 1 \right) - 2^{-\left\lfloor n/4 \right\rfloor} - \ldots \right) h + \left( n - \frac{1}{2} \right) |B| h^2.$$

Therefore, Eq. (26) converges exponentially to

$$\sum_{i \in B} \gamma_i = \left( |B| + \left\lfloor \frac{n}{2} \right\rfloor + \frac{1}{2} \right) h,$$

since $|B| \sim 2^n - 2^{n+1}$ for $n \gg 1$.

Using Eqs. (25) and (27) we may now calculate the average (mean) escape rate

$$\langle \gamma \rangle = 2^{-n} \sum_{i=0}^{2^n-1} \gamma_i = 2^{-n} \left( \sum_{i \in A} \gamma_i + \sum_{i \in B} \gamma_i \right),$$

$$= 2^{-n} + \left( \kappa + \frac{1}{2} \right) 2^{-2n} + \ldots.$$  \hspace{1cm} \text{(28)}

Note that the terms proportional to $n$ have exactly cancelled between the $A$ and $B$ contributions; thus, the logarithmic terms suggested by the results of Ref. 28 do not appear, at least to this order.

Since $\kappa > 0$, the above calculations show that for small but finite Markov holes, $\bar{\gamma} \leq \langle \gamma \rangle$ with equality only in the limit of $n \to \infty$. The difference between the two is $\langle \gamma \rangle - \bar{\gamma} = \kappa 2^{-2n}$ and is shown in Fig. 2 on a log-linear scale. Even if the derivation of Eq. (28) does not provide a rigorous proof of inequality (3)—we have not properly bound Eqs. (21) and (22)—the excellent numerical agreement for $n > 3$ observed in Fig. 2 strongly suggests that fluctuations due to higher order terms are negligible and that Eq. (3) is true for Markov holes of all sizes.

We now briefly summarize the results presented in this section. We first obtained a periodic orbit formula (12) for the leading eigenvalue $\lambda$ of the open transfer matrix $T$, of uniformly hyperbolic maps admitting a finite Markov partition. Using the doubling map as our main example we have divided all holes into two distinct groups which correspond to escape rates typically greater or smaller than the expected naive estimate (1) and also obtained improved asymptotic formulas for them (see Eqs. (21) and (22)) to second order in hole size. Taking the arithmetic mean of all different escape rates, we attained an asymptotic expansion for $\langle \gamma \rangle$, thus analytically showing that escape in the binary shift is faster than expected (see Eq. (3)) for finite size holes. We now consider generalizations of these results to other open dynamical systems.

IV. GENERALIZATIONS AND EXTENSIONS TO OTHER MAPS

A. Linear expanding maps

The above results can be easily generalized for linear expanding maps on the interval with uniform invariant densities of the form $x \mapsto sx \pmod 1$, $s \in \mathbb{Z}$, and $|s| > 1$. This can be done by using $|s|$ instead of $2$ in Eq. (10) and expanding $\lambda$ in terms of the size of the new Markov holes $h = |s|^{-n}$. We remark that maps with $s < 0$ have been recently used in the context of polygonal billiards with (non-conservative) “pinball” type dynamics to rigorously prove hyperbolicity.30

More specifically, the case of $s = -2$ corresponds to the so called “slap” map of an equilateral triangle billiard.

B. Tent map

The tent map

$$f(x) = 1 - 2 \left| x - \frac{1}{2} \right| \text{ for } x \in [0, 1],$$

stretches $[0, 1]$ to twice its original length and then folds it in half back onto $[0, 1]$. Although the map has a uniform invariant density, the dynamics no longer commutes with the symmetry $x \mapsto 1 - x$. Nevertheless, our results also apply here since the tent map is a metric conjugacy onto the left shift symbolic space and so shares the same binary symbolic dynamics and hierarchy of periodic sequences as the doubling map.

C. Baker map

The two dimensional baker map
is area preserving with respect to Lebesgue (i.e., \( \rho(x, y) = 1 \)) and is a two-dimensional analog of the tent map. The unit square is squeezed uniformly two times in the vertical y direction and stretched in the horizontal x direction. It is then cut in half, and the right half is folded over and placed on top of the left half. It is thus topologically conjugate to the Smale horseshoe map. Note that if the right half is not folded over, but simply placed (un-rotated) on top the map would be analogous to the doubling map. Unlike all previously mentioned maps however the baker map is invertible and so can mimic chaotic dynamics in Hamiltonian systems. The quantum version of the map has been used to explore the classical to quantum correspondence in the semiclassical limit and to study the emergence of fractal Weyl laws in the quantum theory of open systems.\(^{32}\)

As with linearly expanding maps, the binary representations of points x and y in [0, 1]\(^2\) have a close correspondence with the symbolic dynamics for the partition \{[0, 1/2), [1/2, 1]\} \times \{[0, 1/2), [1/2, 1]\}. Therefore, unlike toral automorphisms (including for example Arnold’s cat map), the Baker map shares the same hierarchy of periodic sequences as the doubling map. Moreover, the eigenfunctions of \( L^n \) are piecewise constant on the rectangles given by

\[
I_{m,n,j} = \left[ \frac{j}{2^n}, \frac{j+1}{2^n} \right] \times \left[ \frac{i}{2^m}, \frac{i+1}{2^m} \right],
\]

for \( i \in [0, 2^m - 1], j \in [0, 2^n - 1], \) and \( n,m \in \mathbb{N}^+ \). The map is Markov and thus the evolution of densities can be exactly described by a \( 2^{n+m} \times 2^{n+m} \) transfer matrix \( T \).

The baker map is open by choosing a Markov hole \( H_{i,j} = I_{m,n,j} \) of size \( h = 2^{-[n+m]} \) and setting the \( k^{th} \) column of \( T \) equal to zero and denoting the open transfer matrix as \( T_k \). Fig. 3 shows the variation of \( \gamma_k \) as a function of position for \( m = n - 1 \) and \( n = 2, 3, 4, \) and 5. Since the leading eigenvalue of \( T_k \) is a solution to Eq. (12), the small hole asymptotic formulas (21) and (22) of Sec. IV C hold. Moreover, for \( n \gg 1 \) we have that \( \gamma_k \approx \pi k^2 - 2^{[m+n]} \). We have confirmed this numerically (not shown here) for \( n \leq 10 \).

D. Logistic map

There also exist examples with nonlinear dynamical equations and non-uniform invariant densities for which the above results hold. One such example is the logistic map

\[
f(x) = 4x(1-x), \quad \text{for} \ x \in [0, 1],
\]

with a partition of the interval given by

\[
I_{n,i} = \left[ \sin^2\left( \frac{i\pi}{2^n+1} \right), \sin^2\left( \frac{(i+1)\pi}{2^n+1} \right) \right],
\]

for \( i = 0 \ldots 2^n - 1, \) and holes \( H_i = I_{n,i} \). This is because the logistic map and the tent map are metrically conjugate through the nonlinear transformation \( y = \sin^2(\pi x/2) \). The average escape rate is given by Eq. (5) with \( N = 2^n \) and \( h_i = 2^{-n} \) since the invariant density of the (closed) logistic map is \( \rho(x) = \frac{1}{\pi\sqrt{x(1-x)}} \).

V. EXPANDING MAPS WITH DISTORTION

Here we investigate a generalization of the doubling map (sometimes referred to as the skewed doubling map) and observe that inequality (3) is reversed for sufficient skewness. We consider the one-dimensional map

\[
f(x) = \begin{cases} 
ux, & 0 \leq x < 1/u, \\
0, & 1/u \leq x \leq 1,
\end{cases}
\]

where \( v = u/(u-1), u > 1, \) and \( u \neq 2 \). Map (34) has a uniform invariant density \( \rho(x) = 1 \) on the unit interval and shares the same binary symbolic dynamics as the doubling map for the partition \{[0, 1/u), [1/u, 1]\}, and hence hierarchy of periodic sequences. However, the map does not have a constant piecewise expansion rate and its Lyapunov exponent is given by \( \frac{1}{2} \ln u + \frac{1}{2} \ln v \).

The natural Markov partition of [0, 1] under the dynamics of \( f \) is composed of intervals of variable lengths \( |I_{n,i}| \in \{ u^{-[n-i]} v^{-i} | i \in [0, n] \} \) with binomial occurrences. Hence the corresponding Markov holes \( H_i \) are not all of the same size and so \( f \) is not a Fair Dice-Like (FDL) hyperbolic system.\(^{33}\) The escape rates for the case of \( u = 3 \) are plotted in Fig. 4 for \( n = 4, 5 \). Notice that there is only one minimal escape rate at \( H_0 \).

The generalization of Eq. (2) for skewed maps (including skewed tent maps) is given by\(^6\)
where \( \Lambda_2 = \frac{d}{dx} f^n(x) \) is the stability eigenvalue of the periodic orbit starting from \( x \in H_t \) and is infinite if the orbit of \( x \) is aperiodic. Hence, the stability of a periodic orbit depends not only on its period but also on its symbolic sequence. This implies that while the periodic orbit formula of Eq. (12) can be naturally generalized to the current setting by replacing \( 2^n \) by \( \Lambda_2 \), the results of Sec. III B need to be reformulated in terms of stability orderings \(^{34}\) rather than just the period lengths.

For open skewed maps, one also needs to reconsider the “naive” estimate (1), as there now may exist several possible candidates. We concentrate on the following: (i) Clearly, the average hole size is \( 2^{-n} \) (independently of \( u \)) and so a first candidate is simply \( \bar{\gamma}_1 = -\ln(1 - 2^{-n}) \). (ii) Assuming that the conditionally invariant density remains constant inside the open system, we obtain a second estimate which we denote as \( \bar{\gamma}_2 = -\sum_{i=0}^{2^n-1} h_i \ln(1 - h_i) = u^{-2n}(u - 2u + 2)^n + \ldots \) for \( n \gg 1 \), where we have used the fact that there are \( \binom{n}{i} \) holes of size \( u^{-i}v^i \). (iii) A third and not so naive estimate for the expected escape rate can be obtained from the random map setting, discussed in Sec. II, by looking at the leading eigenvalue of \( T = \sum_{i=0}^{2^n-1} h_i T_i \). For the case of \( n = 2 \) this can be expressed in closed form as

\[
\bar{\gamma}_3 = -\ln \left( \frac{3(u - 1) + \sqrt{(u - 1)(4u^2 - 7u + 7)}}{2u^2} \right). \tag{36}
\]

Note that estimates \( \bar{\gamma}_1, \bar{\gamma}_2, \) and \( \bar{\gamma}_3 \) are smooth functions of \( u \) and for \( u = 2 \) are equal to the original naive estimate (1). Furthermore, we remark that the three estimates described above, contain increasingly more information about the system at hand with \( \bar{\gamma}_1 \) considering only the number of possible holes, \( \bar{\gamma}_2 \) also considering the variation in hole sizes, and finally \( \bar{\gamma}_3 \) also capturing some of the dynamics through the average transfer matrix \( T \).

A comparison between the exact value of \( \langle \gamma \rangle \) obtained numerically from Eq. (5) and the three candidate “naive” estimates is shown in Fig. 5 as a function of \( u \) for \( n = 2, 3, \) and 4. From the figure, it is clearly seen that the inequality is satisfied for case (i) entailing \( \bar{\gamma}_1 \leq \langle \gamma \rangle \) but not for cases (ii) and (iii) such that \( \bar{\gamma}_{2,3} > \langle \gamma \rangle \) for sufficient distortion, i.e., when \( u/v \gg 1 \) or \( u/v \ll 1 \). In contrast, the inequality in case (i) is strengthened with added distortion. Therefore, the benchmark for comparison with \( \langle \gamma \rangle \) may be of equal importance as the underlying dynamics of the map considered; it might be interesting to investigate these further. An alternative naive estimate would be to consider holes of constant size, i.e., non-Markov holes.

We briefly discuss the kinks observed in Fig. 5. For sufficiently large \( u \), the eigenvalue associated with the fixed point at 1 (equal to \( 1/v \)), increases until it is equal to the eigenvalue associated with the whole repellor in the rest of the dynamics. This degeneracy can only occur for holes which can break the transitivity of the dynamics and hence cause competing escape rates, in this case crossing over at the parameter value \( u = n \). By symmetry, the same occurs at \( u = \frac{2}{n-1} \) (i.e., \( v = n \)). A similar effect was observed for the hyperbolic stadium billiard \(^9\) with two holes corresponding to a source and a sink which can be placed in such a way as to produce asymmetric transport. In both cases, the presence of the hole renders the dynamics non-transitive.

VI. DISCUSSION AND CONCLUSIONS

In this paper we have studied the dependence of the escape rate in uniformly hyperbolic dynamical systems on the location of Markov holes, with focus on the “typical” escape rate. We have analytically derived an exact periodic orbit formula which provides the escape rate as a function of the periodic orbits inside the hole. Using an asymptotic expansion to second order in the hole size we obtained an expression for the average escape rate \( \langle \gamma \rangle \) which is larger
than the expectation $\bar{\gamma}$ from the size of the hole $h$ alone, a surprising result in view of the fact that short periodic orbits typically lead to escape rates less than $\bar{\gamma}$. We have shown however that the sheer number of holes with $\gamma_i > h$, in contrast to the much fewer but much more pronounced holes with $\gamma_i < h$, is what effectively causes the inequality $\langle \gamma \rangle \leq \bar{\gamma}$, with equality only in the limit $h \to 0$. Our results were illustrated and complemented with an exact numerical analysis and are valid for systems conjugate to the binary shift (e.g., linearly expanding maps, tent map, logistic map, and baker map).

An important question is the generality of these results to different classes of systems. In this regard, the skewed map discussed in Sec. V shows that when the Markov partitions have different sizes, there are different possible generalizations of the naive estimate $\bar{\gamma}$ and that our main inequality $\langle \gamma \rangle \geq \bar{\gamma}$ holds only in one of the cases. We have also performed numerical simulations in the chaotic diamond billiard, which is beyond the class of systems investigated here as there is no finite Markov partition of the phase space. Our observations (not shown) indicate that if the hole is placed along the border of the billiard the inverse inequality $\langle \gamma \rangle \leq \bar{\gamma}$ appears to hold for all hole sizes. In general, it is an interesting open problem to verify in which classes of systems the inequality (or the reversed inequality) holds systematically for all (small) holes sizes.

Another assumption in our analysis which asks for generalization is the choice of the holes to coincide with the Markov partitions of the maps. It is thus natural to consider the doubling map with a non-Markov hole of size $h = 2^{-n}$ centered at any point $x_h \in [h/2, 1 - h/2]$. When $x_h$ is varied smoothly, the escape rate $\gamma_{x_h}$ becomes a highly non-smooth function which in the limit of $h \to 0$ contains a dense set of maxima and minima; a fractal function. For small but finite holes however, $\gamma_{x_h}$ is expected to have many locally constant intervals. This happens because for open chaotic systems, the largest invariant set that never reaches the hole is a locally constant function of the hole size, shape, and position. In Fig. 6 we have confirmed this picture for the doubling map by varying continuously the position of a hole of size $h = 2^{-n}$ (we expect similar results also for hole sizes $h \neq 2^{-n}$). Moreover, we observe that $\gamma_{x_h}$ is well described by the discrete $\gamma_i$'s corresponding to the $2^n$ Markov holes, modulo fluctuations which appear to be of order $h^2 \ln h$. We stress however that these fluctuations appear unrelated to the $h^2 \ln h$ terms predicted in the asymptotic expansions of Ref. 28 since Fig. 6 compares the exact escape rate $\gamma_{x_h}$ with the one through its nearest Markov hole. Interestingly, we have observed numerically (not shown) that our basic inequality (3) remains valid if the average $\langle \gamma \rangle$ is computed using the continuum of possible hole positions (instead of only those at the Markov partitions). Altogether, these results suggest that the Markov holes form a rigid “Markov skeleton” of the full curve and can be considered representative of the more elaborate problem.

Finally, it is worth comparing our results to different approaches. In Ref. 10 it was shown analytically that the average diffusion coefficient, calculated over different hole positions in a related dynamical system, is exactly equal to the size of the holes $h$. In contrast, our results show that the escape rate is always larger than $h$. Ref. 35 made the insightful suggestion to interpret the transfer matrix $T$ of our Markov maps as the adjacency matrix (also called the connection matrix) of a network (or weighted directional graph). In this analogy, making a hole in the phase space $M$ is equivalent to consider one of the $N$ network vertices to be a “sink” (not able to transmit information). Our results show that, for the strongly connected networks corresponding to Markov maps, the random choice of a sink leads to a loss of information per unit time which decays typically faster than the
expected $e^{-1/N}$. It is also worth noting that, beyond the interpretation mentioned in the first paragraph of this paper, there are many different alternative approaches to random leaks such as the randomly perturbed metastable interval maps considered in Ref. 37.
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