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Abstract—We consider the probability that a dense wireless network confined within a given convex geometry is fully connected. We exploit a recently reported theory to develop a systematic methodology for analytically characterizing the connectivity probability when the network resides within a convex right prism, a polyhedron that accurately models many geometries that can be found in practice. To maximize practicality and applicability, we adopt a general point-to-point link model based on outage probability, and present example analytical and numerical results for a network employing \(2 \times 2\) multiple-input multiple-output (MIMO) maximum ratio combining (MRC) link level transmission confined within particular bounding geometries. Furthermore, we provide suggestions for extending the approach detailed herein to more general convex polyhedra.
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I. INTRODUCTION

Wireless multihop relay networks have received a lot of attention recently due to their ability to improve coverage and, thus, capacity in a geographical sense. Many of these networks – such as mesh, vehicular, wireless sensor, and ad hoc networks – possess commonality inasmuch as the number and distribution of nodes in the network is often random. A considerable amount of research on random networks has been conducted in the past (see, e.g., [1]–[5]). From a communications perspective, it is of great importance to understand the connectivity properties of such networks since this can lead to improved protocols [6], [7] and network deployment practices [8]–[10].

The fundamental question of network connectivity is: what is the probability that all nodes in the network are connected? The answer is, of course, related to a number of system properties, such as the fading environment, the path loss model, and the geometry in which the network resides. While the first two properties have been thoroughly studied within the construct of network analysis (see, e.g., [11]–[13]), the effect that the confining geometry has on connectivity is altogether more complicated to observe analytically.

Until recently, geometric considerations were limited to simplistic scenarios, including cases where networks are located within circles or squares in two dimensions, or on/in spheres or cubes in three dimensions [14], [15]. Alternatively, a common, less accurate approach has been to ignore the effects that boundaries play on connectivity altogether, either explicitly or by adopting a network model that implicitly renders such effects negligible (cf. the model used in [14]). Notable progress was made on the topic of geometric effects in [16], which disclosed a representation for the probability of connectivity for confined random networks that was shown to be accurate in the high density regime. Moreover, [16] also gave a formula for this observable, in which the probability was split into additive components, each corresponding to a particular feature of the bounding geometry.

Although [16] completely characterized the network connectivity probability in the dense regime, little has been done to apply the framework presented therein to describe scenarios that might be encountered in practice. To this end, in this paper we develop a method to explicitly analyze the probability that a network contained within a convex right prism\(^1\) is connected. Right prism bounding geometries are interesting and useful to consider from an engineering perspective since they model many practical scenarios, such as networks confined within a building or room. To demonstrate the versatility of our approach, we provide further details through two worked examples, in which we analyze the connectivity probability of a network employing diversity transmission/reception techniques. We also validate this analysis with numerical results. Finally, we suggest a method that can be used to extend the techniques detailed herein to more general convex domains.

II. SYSTEM MODEL AND BACKGROUND

A. Probability of Connectivity

Consider a network formed of \(N\) randomly distributed nodes with locations \(\mathbf{r}_i \in \mathcal{V} \subseteq \mathbb{R}^d\) for \(i = 1, 2, \ldots, N\) according to a uniform density \(\rho = N/\mathcal{V}\), where \(\mathcal{V} = |\mathcal{V}|\) and \(|\cdot|\) denotes the size of the set. Here, we use the Lebesgue measure of the appropriate dimension \(d\). We have that two arbitrary nodes \(i\) and \(j\) are directly connected with probability \(H(|\mathbf{r}_i - \mathbf{r}_j|)\), which we write as \(H(r_{ij})\), where \(|\cdot|\) is the appropriate distance function. In what follows, we are principally concerned with the fundamental concept of whether or not a set of nodes can connect to form a multihop network. Consequently, we have neglected the impact of interference.

\(^1\)A right prism is a polyhedron with a \(q\)-sided polygonal base, a copy of this polygon translated in a direction normal to the plane in which the original resides, and \(q\) rectangles connecting the respective polygonal sides. A cube is an example.
by assuming a low traffic load and/or an efficient MAC layer protocol, and thus our model falls within the paradigm of delay tolerant networking for example.

It was shown in [16] that the probability that a randomly deployed network is fully connected can be written as

\[ P_{fc} = 1 - \rho \int_V e^{-\rho \int_V H(r_{ij}) d\mathbf{r}_1} (1 + O(N^{-1})) d\mathbf{r}_2 \quad (1) \]

in the limit of large \( N \) provided that \( V \gg \sqrt{N} \). Note that similar results have been reported elsewhere e.g. in [14], [17] and [13]. Equation (1) signifies the asymptotic equivalence of the network’s minimum degree distribution and \( P_{fc} \) (rigorously proven in [18]) and suggests that in the high density limit, “hard to connect” regions of the available domain \( V \) govern the probability of connectivity. This is because the outer integral in (1) is dominated where the integral in the exponent is small, i.e.,

\[ P_{fc} \approx 1 - \sum_{\ell=0}^d \sum_k \rho^{d-\ell} G_k \omega_k \int_0^\infty r^{d-1} H(r) dr \quad (2) \]

where \( G_k \omega_k \) is a geometrical factor for each object \( k \) of codimension \( \ell \) and \( \omega_k \) is the corresponding \( d-\ell \) dimensional volume of the object with solid angle \( \omega_k \). The interested reader is directed towards [16] for further details on scaling properties of equations (1) and (2).

The general formula given in (2) is an interesting theoretical result. However, significant effort is required to apply this theory to the analysis of practical systems. As a key contribution of this work, in section III we present a systematic methodology based on the exploitation of (1) and (2) that can be used to obtain an accurate expression for \( P_{fc} \) under the assumption that the network in question is confined within a convex right prism.

B. A Note on Pair Connectedness Functions

The probability \( P_{fc} \) is a functional of \( H \), which we assume to be identical for all point-to-point links in the network. We define \( H(r_{ij}) \) as the complement of the information outage probability between nodes \( i \) and \( j \), i.e.,

\[ H(r) = P(\log_2(1 + SNR(r) \cdot X) \geq R_0) \quad (3) \]

where \( X \) denotes the random variable signifying the normalized power of the channel between two nodes; SNR is the signal-to-noise ratio (SNR) at the receiver, which is a function of the distance \( r = |r_i - r_j| \); and \( R_0 \) is the target error-free transmission rate. It should be noted that other pair connectedness models can easily be chosen, such as a model based on the average bit-error rate of a point-to-point link.

The received power decreases with distance like \( r^{-\eta} \) where \( \eta \) is the path loss exponent. Typically, \( \eta = 2 \) if propagation occurs in free space, with \( \eta > 2 \) in cellular/cluttered environments or through walls [19]. It follows that the SNR at the receiver (assuming a fixed transmit power and a sufficiently narrow bandwidth) also decays like \( r^{-\eta} \). Thus, we can write

\[ H(r) = 1 - F_X(\beta r^{\eta}) \quad (4) \]

where \( F_X \) is the cumulative distribution function of \( X \), and \( \beta \) is a constant, which depends upon the transmission frequency, the receiver noise power, and the transmit power. It is not difficult to see that \( \beta \) is responsible for the effective communication range \( r_0 \) defined through the relation \( r_0 = \beta^{-1/\eta} \). Note that in the limit of \( \eta \to \infty \), the pair connectedness function \( H \) is no longer probabilistic but converges to the geometric disk model, with an on/off connection range at the limiting \( r_0 \). In section III-B, we will elaborate further on pair connectedness functions in the context of specific examples.

III. CONNECTIVITY ANALYSIS FOR CONVEX RIGHT PRISM BOUNDING GEOMETRIES

In this section, we present the main contribution of our work: a general methodology for expressing the probability of connectivity for a network confined to a convex right prism in the form of (2). We begin with a general approach, then provide an example application.

A. General Approach

To derive \( P_{fc} \), we must evaluate the integral (cf. (1))

\[ \int_V e^{-\rho \int_V H(r_{ij}) d\mathbf{r}_1} d\mathbf{r}_2 \quad (5) \]

for each local feature of the bounding geometry. The general method that is taken can be outlined as follows for \( d = 3 \) dimensions. We begin by considering features with the lowest dimension, i.e., corners. We then consider edges, faces, and finally the bulk of the prism. At each step, we ignore objects of lower dimension. It will be observed that this is a particularly powerful approach when analyzing the effects that the bulk and faces have since the surface (volume) of a right prism is locally equivalent to that of a sphere of the appropriate surface area (volume). Once all contributions are calculated, they are added together and multiplied by \( \rho \) to obtain the probability of an isolated node at high density (cf. (1)). The complement of this probability is the desired expression for \( P_{fc} \). We now consider the calculation of each contribution in turn.

1) Corners: For a right prism, each corner is formed by the intersection of three planes oriented such that at least one edge connected to the vertex is normal to an adjoining face. This suggests the problem should be cast in terms of cylindrical coordinates, with the vertex being the origin and the \( z \)-axis oriented along the edge that joins the two identical polygons.

The distance between two points in cylindrical coordinates is given by

\[ |r_1 - r_2| = \sqrt{r_1^2 + r_2^2 - 2r_1r_2 \cos(\theta_1 - \theta_2) + (z_1 - z_2)^2} \]
where \( r_i = (r_i, \theta_i, z_i) \). In order to evaluate the inner integral of (5) near the corner, we let \( r_2 \) be located near the corner and expand \( H(r_{12}) \) near \( r_2 = 0 \) and \( z_2 = 0 \) up to first order. Thus, we can approximate the integral in the exponent as

\[
\int_V H(r_{12}) \, dr_{12} = \int_V r_1 H \left( \sqrt{r_1^2 + z_1^2} \right) \, dr_1 \, d\theta_1 \, dz_1
\]


\[
- \int_V \frac{r_1 z_2}{\sqrt{r_1^2 + z_1^2}} H' \left( \sqrt{r_1^2 + z_1^2} \right) \, dr_1 \, d\theta_1 \, dz_1
\]

\[
- \int_V \frac{r_1^2 \cos(\theta_1 - \theta_2)}{\sqrt{r_1^2 + z_1^2}} H' \left( \sqrt{r_1^2 + z_1^2} \right) \, dr_1 \, d\theta_1 \, dz_1
\].

(6)

The region of integration is \( V = [0, \infty) \times [0, \vartheta) \times [0, \infty) \) where \( \vartheta \) is the dihedral angle of the corner (satisfying \( 0 < \vartheta < \pi \)). Note that semi-infinite integration is allowed here because \( H \) is exponentially decreasing but the system size is large. Using (6), (5) can be evaluated over the same space \( V \). All that remains is to enumerate the \( 2q \) corners for a prism constructed from a \( q \)-sided polygon.

2) Edges: Now we consider geometric features of dimension one: edges. Let \( L \) be the length of the edge in question. The calculations for this case are also facilitated by the use of cylindrical coordinates, but where the origin is located at the center of the edge. Thus, the corners are located at \( \pm L/2 \) and the angle of the corner is \( \vartheta \). Since we wish to ignore effects from corners, faces, and the bulk, we expand \( H \) about \( r_2 = 0 \) and \( z_2 = 0 \) to first order and evaluate the inner integral in (5), which gives (6), but where \( V = [0, \infty) \times [0, \vartheta) \times (-L/2, L/2) \). The outer integral can then be performed over the same space. Finally, we enumerate the \( 3q \) edges of the prism.

3) Faces: For the contribution of the faces to the full-connectivity probability, we employ a local equivalence argument that allows us to greatly simplify the analysis. Specifically, we have already accounted for the corner and edge calculations above, and thus we ignore contributions from these features when considering faces. Thus, one can imagine deforming a prism of surface area \( S \) into a sphere of the same surface area, the radius \( R \) of which is defined by the relation \( S = 4\pi R^2 \). For a general right prism, the surface area is given by

\[ S = 2B + ph \]

where \( B \) is the area of the base (i.e., the \( q \)-sided polygon), \( p \) is the base perimeter, and \( h \) is the height. This argument allows us to treat the surface area boundary contribution to \( P_{fc} \) of any convex right prism we wish.

Using spherical coordinates along with the fact that the distance between nodes at \( r_1 \) and \( r_2 \) is given by

\[ |r_1 - r_2| = \sqrt{r_1^2 + r_2^2 - 2r_1 r_2 \cos \theta} \]

where \( r_i = (r_i, \theta_i, \phi_i), \ r_i = |r_i| \) and \( \theta \in [0, \pi] \) is the angle between the nodes, we expand \( H \) near the surface of the sphere (i.e., \( r_2 = R \)) to first order and perform the inner integral in (5) to obtain

\[
\int_V H(r_{12}) \, dr_{12} = \int_V r_1^2 \sin \theta H \left( \sqrt{R^2 + r_1^2 - 2R r_1 \cos \theta} \right) \, dr_1 \, d\theta \, d\phi
\]

\[
+ \int_V r_1^2 \cos \theta \sin \theta H' \left( r_1 \right) \, dr_1 \, d\theta \, d\phi.
\]

(7)

The region of integration is \( V = [0, R] \times [0, \pi] \times [0, 2\pi) \). Using this expression, we can evaluate the outer integral in (5), the result of which is a function of the radius \( R \). This analysis can be generalized to any right prism by substituting \( S = 4\pi R^2 \). The faces do not need to be enumerated since we have accounted for all faces through the local equivalence argument.

Finally, it is worth mentioning that face contributions can also be calculated in a lengthy manner by using Cartesian coordinates. This works well for rectangular sides; however, one must be more careful when considering more general \( q \)-sided polygons. In any case, it is straightforward to show for certain scenarios that the proposed approach to the calculation yields identical results in the high density regime to the more complex Cartesian approach.

4) Bulk: For the bulk contribution, we apply the same local equivalence argument that was used for the face contributions, but where the expansion in \( H \) is performed at \( r_2 = 0 \). In other words, we consider a sphere of radius \( R \) determined by the relation \( V = \frac{4}{3} \pi R^3 \), where

\[ V = Bh \]

is the volume of the right prism containing the network.

Expanding \( H \) about the origin to first order, we can perform the inner integration to obtain

\[
\int_V H(r_{12}) \, dr_{12} = \int_V r_1^2 \sin \theta H(r_1) \, dr_1 \, d\theta \, d\phi
\]

\[
+ \int_V r_1^2 \cos \theta \sin \theta H' (r_1) \, dr_1 \, d\theta \, d\phi.
\]

(8)

where the integration is performed over \( \mathbb{R}^3 \) since we assume pair connectedness decays quickly compared to the size of the network domain and the node at \( r_2 \) is located at the origin. However, we account for the volume of the network domain when evaluating the outer integral by letting \( V = [0, R] \times [0, \pi] \times [0, 2\pi] \) when we perform the calculation. The volume of the right prism in question can be incorporated in a manner similar to that discussed for the face calculations above.

B. Example 1: the “House” Prism

It is instructive to consider the approach developed above in the context of a practical example. We focus on a network operating in a right prism that resembles a “house”, as illustrated in Fig. 1. The base of the house is a square of side \( L \). The height of the prism is \( 3L/2 \), and the apex is right angled.
Recall that $V$ of side Rayleigh fading assumption. Instead, we model each point-to-
point link as a $2 \times 2$ MIMO channel comprised of independent, identically distributed Rayleigh fading constituent channels and assume beamforming is applied at the transmitter of each node along with maximum ratio combining (MRC) at the receiver [20]. Under the condition that the path loss exponent $\eta = 2$, the pair connectedness function for this so-called MIMO MRC channel becomes

$$H(r) = e^{-\beta r^2} (\beta^2 r^2 + 2 - e^{-\beta r^2}).$$  \hfill (9)

Note that both simpler and more complicated systems can be studied easily by adjusting the definition of $H$.

First, consider the corner contributions. Using the expression for $H(r)$ given above, we can evaluate (6) to obtain

$$\int_V H(r_{12})dr_1 = \frac{1}{8\beta} \left( 14z_2 \vartheta + \frac{23 - \sqrt{2}}{2} \sqrt{\frac{\vartheta}{\beta}} \right. \left. + 7\pi r_2(\sin \theta_2 - \sin(\theta_2 - \vartheta)) \right)$$  \hfill (10)

where $\vartheta$ is the angle of the corner with $0 < \vartheta < \pi$. Now we may calculate the outer integral of (5), which gives

$$\int_V e^{-\rho \int_V H(r_{12})dr_1}dr_2 = \frac{256\beta^3 \csc \vartheta}{343\pi^2 \rho^2 \vartheta} e^{-\frac{(23-\sqrt{2})\beta \vartheta}{8\beta^{3/2}}}.$$  \hfill (11)

Recall that $V$ is taken to be $[0, \infty) \times [0, \vartheta) \times [0, \infty)$ here.

There are ten corners in this prism, six of which have angle $\vartheta = \pi/2$ and four of which have angle $\vartheta = 3\pi/4$. Thus, the following two contributions to the general formula for $P_{fc}$ arise from the corners:

$$C_1 = \frac{512\beta^3}{343\pi^2 \rho^2} e^{-\frac{(23-\sqrt{2})\beta \vartheta}{8\beta^{3/2}}}.$$  \hfill (12)

and

$$C_2 = \frac{41024\sqrt{2}\beta^3}{1029\pi^2 \rho^2} e^{-\frac{(23-\sqrt{2})\beta \vartheta}{8\beta^{3/2}}}.$$  \hfill (13)

Next, we turn our attention to the edge contributions. Calculating (6) as discussed above leads to an expression that has $\exp(-\beta L^2/4)$ and $\erf(L\sqrt{\beta}/2)$ terms. Assuming that $\sqrt{\beta}L \gg 1$, we can approximate $\exp(-\beta L^2/4) \approx 0$ and $\erf(L\sqrt{\beta}/2) \approx 1$, which allows us to write

$$\int_V H(r_{12})dr_1 = \frac{1}{4\beta} \left( \frac{23 - \sqrt{2}}{2} \sqrt{\frac{\pi}{\beta}} \right.$$

$$\left. + 7\pi r_2(\sin \theta_2 - \sin(\theta_2 - \vartheta)) \right).$$  \hfill (14)

The outer integral in (5) can now be evaluated to obtain

$$\int_V e^{-\rho \int_V H(r_{12})dr_1}dr_2 = \frac{16L\beta^2 \csc \vartheta}{49\pi^2 \rho^2 \vartheta} e^{-\frac{(23-\sqrt{2})\beta \vartheta}{8\beta^{3/2}}}.$$  \hfill (15)

All that remains is to enumerate the fifteen edges. Thirteen edges are right angled: nine of these have length $L$ while the remaining four have length $L/\sqrt{2}$. The other two edges have angle $\vartheta = 3\pi/4$ and length $L$. Thus, we can write the following two edge contributions to the high density expression for $P_{fc}$:

$$E_1 = L(9 + 2\sqrt{2}) \frac{16\beta^2}{49\pi^2 \rho^2} e^{-\frac{(23-\sqrt{2})\beta \vartheta}{8\beta^{3/2}}}.$$  \hfill (16)

and

$$E_2 = 2L \frac{16\sqrt{2}\beta^2}{49\pi^2 \rho^2} e^{-\frac{(23-\sqrt{2})\beta \vartheta}{8\beta^{3/2}}}.$$  \hfill (17)

For the face contributions, we can apply the local equivalence argument discussed above and substitute (9) into (7). Evaluating the resulting expression gives

$$\int_V H(r_{12})dr_1 = \frac{\pi}{4\beta} \left( \frac{23 - \sqrt{2}}{2} \sqrt{\frac{\pi}{\beta}} + 14(R - r_2) \right).$$  \hfill (18)

To arrive at this result, it was assumed that $\sqrt{\beta}R \gg 1$, which allows us to make similar approximations to the error functions of the form $\erf(c\sqrt{\beta R})$ and exponentials of the form $\exp(-cR^2)$ for some constant $c > 0$ as was done for edges. The outer integral can now be evaluated to yield (to leading order in $R$ and $\rho$)

$$\int_V e^{-\rho \int_V H(r_{12})dr_1}dr_2 = \frac{8\beta R^2}{7\rho} e^{-\frac{(23-\sqrt{2})\beta \vartheta}{8\beta^{3/2}}}.$$  \hfill (19)

Generalizing this result to any right prism, i.e., substituting $S = 4\pi R^2$, gives

$$\int_V e^{-\rho \int_V H(r_{12})dr_1}dr_2 = \frac{2\beta S}{7\pi \rho} e^{-\frac{(23-\sqrt{2})\beta \vartheta}{8\beta^{3/2}}}.$$  \hfill (20)

For our example, the total surface area is

$$S = \frac{11 + 2\sqrt{2}}{2}L^2.$$  \hfill (21)

Substituting this result into (20) gives the contribution of all of the faces to $P_{fc}$. We denote this contribution as $F$.
Lastly, we are left with the bulk contribution. Using (8), we can write
\[
\int_V H(r_{12}) \, dr_1 = \left( \frac{23 - \sqrt{2}}{4} \right) \left( \frac{\pi}{\beta} \right)^2.
\]  
It readily follows that
\[
\int_V e^{-\rho \int_V H(r_{12}) \, dr_1} \, dr_2 = V e^{\frac{(23 - \sqrt{2}) \pi^3/2}{4\beta^3 \rho}} \tag{23}
\]
where \( V \) is just the volume of a sphere of radius \( R \). The volume of the prism in question is given by
\[
V = \frac{5}{4} L^3. \tag{24}
\]
Substituting into (23) yields the bulk contribution to \( P_{fc} \), which we denote by \( U \).

Finally, the general formula is obtained through the summation of all contributions
\[
P_{fc} \approx 1 - \rho(U + F + E_1 + E_2 + C_1 + C_2). \tag{25}
\]
It can easily be seen that this formula has the same structure as (2). To aid the reader, the various contributions to the general formula are outlined in Table I.

It is important to notice that the exponent of each term in (25) is smaller by a factor of 2 when reading from left to right. Therefore, at high enough densities \( C_2 \) (i.e. the sharpest corner) will be the dominant contribution which dictates \( P_{fc} \). It is however possible that at finite densities, other components dominate over \( C_2 \). This will depend on the values of \( G_j, V_j \), controlled by \( \beta \) and \( L \). To see this, we set \( \beta = 1 \) and plot in Fig. 2 using different colors the regions of the \((\rho, L)\) parameter space for which the bulk \( U \) (shown in blue), the surface area \( F \) (shown in red), the edges \( E_1 + E_2 \) (shown in green), and the corners \( C_1 + C_2 \) (shown in yellow) dominate the performance of \( P_{fc} \). Fig. 2 however should be observed with caution as it is based on asymptotic expansions requiring that \( N \gg 1 \) and \( \sqrt{\beta L} \gg 1 \). Moreover, to maintain simplicity and tractability in our derivations, expansions were typically only to first order and indeed second-order corrections may be employed to improve accuracy at lower densities. Effectively this means that the lower left corner of the Fig. 2 is not an accurate representation of the parameter space of \( P_{fc} \).

C. Numerical Results for Example 1

In order to validate the methodology detailed above, we compare the general formula for the “house” example with numerical results obtained through computer simulations. Letting \( \beta = 1 \) and \( L = 5 \) for simplicity, we illustrate the accuracy of our results at high density by plotting the probability of network outage (i.e., \( P_{out} = 1 - P_{fc} \)) in Fig. 3. In the figure, the solid curve is the analytical predictions of (25), while the black dots depict the data from computer simulations. We have confirmed our results for other parameters \((\beta, L)\) as well but do not include here for the sake of brevity.

In the simulations, spatial coordinates for \( N \) nodes are chosen at random inside a “house” domain defined by \( V \) as shown in Fig. 1. The nodes are then paired up whenever a randomly generated number \( \varphi \in [0, 1] < H(r_{i,j}) \), where \( r_{i,j} \) is the distance between the pair \((i, j)\). This guarantees that the links between pairs of nodes are statistically independent. We store the resulting graph connections in a symmetric adjacency matrix and initiate a depth-first search algorithm to identify the connected components of the graph and whether the graph is fully connected. Thus, the computational complexity of our algorithm is of order \( O(N \ln N) \). The process is then repeated in a Monte Carlo fashion and for different values of \( N \), thus producing Fig. 3.

Excellent agreement is achieved at high densities while the approximation is poor at medium to low densities as expected for the reasons described in the previous subsection. In fact, it is clear that for \( \rho < 0.3 \), the theoretical predictions diverge. Also shown using dashed curves are the various contributions for the bulk \( U \) (green), the surface area \( F \) (yellow), the edges \( E_1 + E_2 \) (purple), and the corners \( C_1 + C_2 \) (blue). It becomes

<table>
<thead>
<tr>
<th>Formula Parameter</th>
<th>Corners</th>
<th>Edges</th>
<th>Faces</th>
<th>Bulk</th>
</tr>
</thead>
<tbody>
<tr>
<td>Volume ( V_{ji} )</td>
<td>1</td>
<td>( L, \frac{L^2}{2} )</td>
<td>( S )</td>
<td>( V )</td>
</tr>
<tr>
<td>Solid Angle ( \omega_{ji} )</td>
<td>( \vartheta )</td>
<td>( 2\vartheta )</td>
<td>( 2\pi )</td>
<td>( 4\pi )</td>
</tr>
<tr>
<td>Geometrical Factor ( G_{ji} )</td>
<td>( 256\beta^3 \text{ csc ( \vartheta )} )</td>
<td>( 16\beta^2 \text{ csc ( \vartheta )} )</td>
<td>( 2\beta )</td>
<td>( 1 )</td>
</tr>
</tbody>
</table>
Fig. 3. Analytical and numerical results for the network outage probability $P_{\text{out}} = 1 - P_{fc}$ in a typical “house” domain using $\beta = 1$ and $L = 5$. The solid curve is the analytical prediction of (25), while the black dots depict the data from computer simulations. Also shown using dashed curves are the various contributions for the bulk $U$ (green), the surface area $F$ (yellow), the edges $E_1 + E_2$ (purple), and the corners $C_1 + C_2$ (blue).

clear in Fig. 3 that the corner contribution indeed dominates $P_{fc}$ at high densities (e.g. when $\rho > 1$).

D. Example 2: the Half-Cylinder

In order to show the versatility of our results, we will adapt and reuse the calculations of Sec. III-A in order to calculate $P_{fc}$ for another domain shape, namely a “half-cylinder” domain of base radius $r$ and height $h$ (see Fig. 4). Assuming that $\sqrt{\beta r} \gg 1$, and $\sqrt{\beta h} \gg 1$ are sufficient conditions for the validity of our previous approximations. As we confirm numerically in Fig. 5, corrections due to the curved surface of the present domain are of secondary importance at high node densities. This is particularly true if the local radius of curvature at any point on the surface of $V$ is much larger than the effective communication range $r_0 = \beta^{-1/\eta}$.

Having done all the work in Sec III-A, it is straightforward to write down

$$P_{fc} \approx 1 - \rho (U + F + E + C),$$

(26)

where the various contributions are given by

$$U = \frac{\pi r^2 h}{2} e^{-\frac{(23 - \sqrt{2}) \pi^3/2}{8 \beta^3/2}},$$

$$F = \left( \pi r^2 + 2 rh + \pi h \right) \frac{2 \beta}{7 \pi \rho} e^{-\frac{(23 - \sqrt{2}) \pi^3/2}{8 \beta^3/2}},$$

$$E = (2 \pi r + 4r + 2h) \frac{16 \beta^2}{49 \pi^2 \rho^2} e^{-\frac{(23 - \sqrt{2}) \pi^3/2}{16 \beta^3/2}},$$

$$C = \frac{4 \beta}{343 \pi^3 \rho^3} e^{-\frac{(23 - \sqrt{2}) \pi^3/2}{32 \beta^3/2}}.$$  

(27)

The above analytical predictions for the half-cylinder domain are validated through computer simulations and the results is plotted in Fig. 5. It is therefore evident that $P_{fc}$ at high node densities can be easily calculated with the aid of Table I for any 3D convex right prism\(^3\). Furthermore, different fading models (e.g. Rician or Nakagami see [13], [17]) can also be accommodated for by performing the calculations outlined in Sec. III-A.

IV. EXTENDING THE METHODOLOGY TO GENERAL CONVEX POLYHEDRA

Many aspects of the methodology outlined above appear to be loosely related (at best) to the assumption that the bounding polyhedron is a convex right prism. While it is clear that the choice of a cylindrical coordinate system for analyzing corner contributions is based on the right prism assumption, techniques such as the local equivalence method for considering higher dimensional features deliberately impose a level of abstraction in order to simplify matters. Thus, one might conjecture that a similar approach could be used to extend the techniques detailed above to more general convex bounding polyhedra. Here, we provide a small step towards this generalization by presenting an approximation in the spirit of the local equivalence principle that can be used for corners.

A key difference (locally) between a right prism and a

\(^3\)Strictly speaking a half-cylinder is not a prism, however it is extremely similar.
general polyhedron is that a corner is created in the former by an intersection of three planes, two of which are normal to the third, whereas a corner can be created by the latter by an intersection of possibly more than three planes without any condition on orientation. This leads to analytical complications. However, we may attempt to approximate a general corner contribution by considering the contribution of a cone with the same solid angle as the corner in question.

As an illustration of the benefits and deficiencies of this approach, let us consider the approximation of a corner vis-à-vis the “house” prism example discussed above. The solid angle of such a corner is the same numerical value as the dihedral angle $\vartheta$, but in units of steradians. Thus, we wish to approximate the contribution of such a corner to the overall probability of connectivity by substituting a cone of solid angle $\vartheta = 2\pi(1 - \cos \lambda)$ into the analysis, where $2\lambda$ is the apex angle of the cone. Using spherical coordinates aligned such that the $z$-axis forms an axis of rotation for the cone, we can calculate the contribution in terms of the angle $\vartheta$ to be

$$
\int_{V} e^{-\rho r_1} H(r_{12}) dr_1 dr_2 = \frac{1024\beta^3\pi^4e^{-\frac{(2\pi - \sqrt{2})}{8\pi\rho^2\vartheta^2}}}{343\rho^3\vartheta^2}\left(\vartheta^2 - 6\pi\vartheta + 8\pi^2\right)^2.
$$

(28)

Comparing with (11), we immediately note that this expression is of the same order in $\rho$ as was shown for the right-angled corner, which follows the general formula (2). We also see that the two corner types admit the same order in $\beta$, and thus variations in SNR will be observed similarly for the two cases. However, the difference occurs in the order of $\vartheta$. This is to be expected since a cone is a poor approximation for a corner formed by the intersection of three planes. For more general “higher order” corners, however, the conic approximation may be more appropriate. Nevertheless, by cancelling like terms from both (11) and (28), we can graphically compare the two contributions, as shown in Fig. 6. Note that the approximation is quite good until $\vartheta \to \pi$, at which point the right-angled expression diverges since we violate some underlying assumptions. Namely, at this limit two of the three planes making up the corner become parallel. As a result we may no longer treat this boundary contribution as a corner but rather as an edge. Hence our approximations fail and the contribution plotted in Fig. 6 diverges.$^5$. These preliminary results provide encouragement for exploring similar approaches to analyzing general convex polyhedra in the future.

V. CONCLUSIONS

In this paper, we presented a systematic methodology for analyzing the probability of full connectivity for dense networks confined within convex right prisms. We demonstrated the versatility of our approach with two examples, and suggested avenues that could be explored to extend the theory to more general convex bounding geometries. Such extensions may be built upon the use of local approximations to actual geometrical features (e.g., a cone could replace a polyhedral corner), and it is hoped that further developments in this area will lead to a full theory of network connectivity for both convex and nonconvex domains. One such candidate is the 3D generalization of recent work [21] involving the network connectivity through openings such as doors and windows.
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