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We correct Lemma 2 in Appendix of [I] as below.

Lemma 2’ Suppose (15) holds and let n = 14,14 € [s, €] for some ¢, denote a true change-point.
Then there exists cg € (0,00) such that for b satisfying | — b| > coer and Sgp e < Ss e, We have
Ss,n,e > Ss,b,e + C/GT(STT72SS,7],€'

Proof. The proof follows directly from the proof of Lemma 2.6 in [2]. We only consider Case 2 of

Lemma 2.6, since adapting the proof of Case 1 (when there is a single change-point within [s, e])

to that of the current lemma takes analogous arguments.

Using the notations therein, it is shown that the term Ej; is dominant over Ey and E3; in S e —

Sspe, where | = coep. Noting further that ¢ = n —s+1, h = 07, j = e—n—h and a =
Lot/T)—(e—s+1)"1>7 o(t/T), and that h > 21,
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Applying the above Lemma 2’ to Lemma 4 of [1], the upper bound on (|(f, %)| — |(f,%°)|(f,2°)]
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is corrected to —C’(—:Téi?},T —3. Also, we can refine the upper bound imposed on 111 and IV, since
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and thus |I1]| < Cepdy'log T - Sy e and [TV| < C'eb?657 % log T - S, e

In summary, the inequality in (24) is modified to

eTé%
T3

> (erT~?1og T) V (/265 *T~ /% 10g T) v (log? T). (24))

Together with the fact that Lemmas 5-6 require that (5;5/ 275/2 log T' < elT/ < 7 < o7 /T, we
derive Theorems 1'-2’ below with assumptions (A1) and (B2’) which modify (A1) and (B2) in [I],

respectively.

(A1’) The distance between any two adjacent change-points is bounded from below by o7 =< T© for
© e (6/7,1].

(B2’) v, € B, r=1,..., N satisfy (A1’) in place of 4, ¢ =1,..., N.



Theorem 1° Let Ap < ep in the SBS algorithm. Under (A1’) and (A2)—(A4), there exists C; > 0
such that 7y, ¢ =1,..., N satisfy

P{N:N; 1Tlg — 1| < Cher forqzl,...,N}—>1

as T'— oo, where

e if 9y =< T, there exists some positive constant x such that we have ep = log2+ﬁ T with

7r = klogt™ T for any positive constants ¥ and w > 9/2.

e if 67 < T© for © € (6/7,1), we have ep = T?log? T for § = 5 — 50 with 7w = xT7 for some
k>0 and any v € (5(1 — ©)/2,0 — 1/2).

Theorem 2’ Let Ar =< ep in the SBS algorithm and Ar < er in the across-scales post-processing.
Under (B1), (B2’) and (B3)—(B5), there exists Cy > 0 such that 7, r =1,... , N estimated with
It = —|aloglog T'| for o € (0,2 + 9], satisfy

]P){]\A[:N; Uy — vp| < Caerp forrzl,...,N}—>1

as T — oo, where

e if 67 =< T, there exists some positive constant x such that we have e = log?™ T with

7p = klog!™® T for any positive constants ¢ and w > 9/2.

o if 67 < T for © € (6/7,1), we have ep = T?log? T for § = 5 — 50 with 7w = xT7 for some
k>0 and any v € (5(1 — ©)/2,0 — 1/2).
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