Drop dynamics after impact on a solid wall: theory and simulations

Jens Eggers\(^1\), Marco Fontelos\(^2\), Christophe Josserand\(^3\) and Stéphane Zaleski\(^3\)

\(^1\)School of Mathematics, University of Bristol, University Walk, Bristol BS8 1TW, United Kingdom
\(^2\)Instituto de Ciencias Matemáticas, (ICMAT, CSIC-UAM-UCM-UC3M), C/ Serrano 123, 28006 Madrid, Spain.
\(^3\)Institut Jean Le Rond d’Alembert, UMR 7190 CNRS-UPMC, 4 place Jussieu, 75005 Paris, France

We study the impact of a fluid drop onto a planar solid surface at high speed, so that at impact kinetic energy dominates over surface energy, and inertia dominates over viscous effects. As the drop spreads, it deforms into a thin film, whose thickness is limited by the growth of a viscous boundary layer near the solid wall. Owing to surface tension, the edge of the film retracts relative to the flow in the film, and fluid collects into a toroidal rim bounding the film. Using mass and momentum conservation, we construct a model for the radius of the deposit as a function of time. At each stage, we perform detailed comparisons between theory and numerical simulations of the Navier-Stokes equation.

PACS numbers: 67.80.-s

I. INTRODUCTION

Understanding the impact of fluid drops on a solid wall is relevant to a large number of industrial and environmental processes. Examples include printing, cooling of surfaces by sprays, deposition of pesticides or nutrients on plant leaves, or natural rain. Of particular interest is the question of whether the drop will be deposited on the solid surface, or whether it will rebound eventually. The latter is particularly likely on water-repellent surfaces, such as plant leaves [1]. To address this question, an understanding of the entire impact process is necessary as well as to calculate the remaining kinetic energy available for rebound. A large number of theoretical and applied papers is testament to the scientific interest of the problem, see for example [1–7].

Upon impact, the drop begins to spread on the solid surface, and the kinetic energy of the drop is converted into surface energy. At the same time, fluid viscosity comes into play, in particular near the solid surface, where we assume a no-slip boundary condition. In this paper, we will consider the case that the fluid is repelled perfectly by the solid, as it is true to a very good approximation for water on plant leaves [8].

Thus assuming a spherical drop upon impact, there remain three dimensionless parameters which determine the dynamics:

\[
\begin{align*}
\text{We} & = \frac{2\rho RU^2}{\gamma} , \\
\text{Re} & = \frac{2RU}{\nu} , \\
\text{Fr} & = \frac{U^2}{2gR} ,
\end{align*}
\]

which are called the Weber number, Reynolds number, and Froude number, respectively. Here \(R\) is the drop radius (\(D = 2R\) is the diameter), \(\rho\) the fluid density, \(\nu\) the kinematic viscosity, and \(g\) the acceleration of gravity. For high \(We\), the surrounding gas atmosphere provokes an instability of the rim of the spreading drop, which renders the motion unsteady, and breaks the cylindrical symmetry. This instability can be avoided by reducing the ambient gas pressure by about a factor of 5 [9] below the atmospheric pressure. In the following we will ignore the effect of rim instabilities.

Our focus in this paper is on the regime of large \(\text{We}\), \(\text{Re}\), and \(\text{Fr}\) numbers; for example, for rain the size and speed varies between \(R = 0.5\) mm, \(U = 4.5\) m/s for small drops, and \(R = 2\) mm, \(U = 9\) m/s for large drops [10]. Thus (\(\text{Re,We}\) = (4500,280) and (36000,4500), respectively, while \(\text{Fr} = 2025\) in both cases. The Froude number measures the relative importance of kinetic and gravitational energy on the scale of the drop size. Thus as long as the drop remains on the plate, gravity can be neglected, as we will do throughout this paper. However, similar arguments do not apply to the Reynolds and Weber numbers. The Weber number measures the relative importance of kinetic and surface energy of the drop. Large \(\text{We}\) number means that the drop spreads to a maximum radius much greater than its initial value, thus acquiring a large surface area. Large Reynolds number, on the other hand, means that viscous effects are confined to a thin boundary layer close to the solid surface.

Previous modeling efforts largely ignore the small-scale structure that results from the fact that both \(\text{We}\) and \(\text{Re}\) are large. For example, in [2, 7] the spreading drop after impact is modeled as a pancake of constant thickness, as opposed to a thin film actually observed in the high-speed regime [5]. In addition, the boundary layer structure is ignored as well, except for a recent paper [11], in which some of the solutions used by us were employed independently. Both ingredients are necessary to model high-speed impacts correctly.
In this paper, numerical simulations will be used both as a guide to the proper modeling of impact, and to compare to predictions quantitatively. We simulate the Navier-Stokes equation for the liquid with free surface boundary conditions at the interface (so that no outer fluid is considered) using a method described in detail in [12]. To assure an accurate description of the interface, we use a marker method which imposes a hydrophobic (180° contact angle) boundary condition at the contact line between the drop and the plate. This also has the advantage that the usual viscous singularity at a moving contact line is avoided [13], so the contact angle condition can be enforced on the scale of the mesh. The drop dynamics will be described in the cylindrical coordinates \( r \) and \( z \), the \( z \)-axis being defined by the symmetry axis of the problem, with \( z = 0 \) at the wall. The drop is assumed to remain spherical before it touches the wall at \( t = 0 \). In the simulations we have been able to vary the Reynolds number from 400 to 8000 and the Weber number from 400 to 16000, while still being able to resolve all the relevant flow features.

A typical series of snapshots of the drop impact dynamics is shown in Fig. 1 for \( R e = 400 \) and \( W e = 800 \). We report times in units of the typical impact time \( \tau = R/U \), and lengths are given in units of \( R \). In the first line of Fig. 1, the first stage of impact is shown, during which the drop is strongly deformed near the bottom, while its upper part retains its original shape. In d) and e), the drop starts to flatten, and deforms into a film much thinner than \( R \). In f), the film has reached its final, and remarkably uniform thickness. At the same time, the end has begun to retract, and fluid collects into a rim. Subsequently, retraction continues, and fluid collects into the rim which thickens, while the film thickness remains the same, as seen in frame g). In h), the radius of the film has shrunk to zero, and in the last frame i) the drop is seen to have left the substrate and to hit the upper boundary of the computational domain.

The analytical description of the first stage of impact is particularly difficult, as the drop undergoes a strong deformation, and the flow is redirected from a vertical to a horizontal flow direction. The redirection of the flow is driven by very strong pressure gradients, as illustrated in Fig. 2. In agreement with classical impact theory [14], the
FIG. 2: The pressure field corresponding to the same conditions than Fig. 1 for $t/\tau = 0.08$ a), 0.12 b), 0.2 c) and 0.29 d). The color scale goes from blue to red for increasing values of the pressure.

high pressure region occupies a volume with the same radius as the contact area of the drop with the solid. Thus after the time $\tau$, the high pressure region has spread over the whole drop, and the stopping of the original vertical flow is complete.

This means that shortly after this time, the maximum pressure in the flow decreases very quickly, as shown in Fig. 3, and the flow in the drop is no longer pressure-driven. Instead, it is described to a good approximation by a simple hyperbolic flow with a rapidly decaying pressure, as suggested in [15], and described in section II below. This observation permits a universal description of drop impact at high speeds.

In this paper we will concentrate on times $t > \tau$ during which the drop spreads dynamically, and subsequently retracts. We use the above-mentioned hyperbolic flow solution as an outer solution of the Euler equation with a free surface, and show that it leads to a similarity solution of drop dynamics; this will be done in section III. There, we will describe the growth of a viscous boundary layer, and compare the resulting velocity profile to numerical simulations.

The asymptotic film thickness in the interior of the drop is reached when the free surface meets the viscous boundary layer. Section IV describes the dynamics of spreading and retraction, by considering the coupled dynamics of the film
FIG. 3: Pressure at the center of impact as function of dimensionless time $t/\tau$ for different Reynolds and Weber number ranging from 400 to 8000 and from 160 to 80000 respectively ($P_0 = \rho U^2$). The behavior predicted by the small time impact theory is the dashed line. For $t > \tau$, notice that the pressure drops dramatically.

and its rim. The rim grows in mass at the expense of the film, as the edge of the film retracts relative to the flow speed in the film. The dynamics $R(t)$ of the total drop radius is once more compared to our numerical simulations, using a minimal set of adjustable parameters. Finally in the last section, we compare to the results of earlier theories.

II. LIQUID SHEET EXPANSION

We intend to describe the intermediate and long time dynamics of drop impacts. There, the pressure becomes insignificant as a driving force for the flow. This suggests the following hyperbolic flow pattern as the inviscid base flow following the first interaction period:

$$v_r = \frac{r}{t} \quad v_z = -\frac{2z}{t}.$$  

(2)

We note the obvious fact that time can be replaced by $t + t_0$ here and in all of the following expressions. The physical significance of $t_0$ is the time it takes for the pressure to decay and the hyperbolic flow to establish itself. According to our previous arguments, $t_0$ is on the order of $\tau$.

The flow (2) is an exact solution of the Euler equations with the pressure distribution $p(z, r, t)/\rho = -3z^2/t^2$. The pressure is thus decaying quickly in time, consistent with the observation that the flow at intermediate times is no longer pressure-driven. The equation of motion for the convection of the free surface $h(r, t)$ by (2) is:

$$\partial_t h + v_r \frac{\partial h}{\partial r} = v_z.$$  

(3)

This equation has the similarity solution

$$h(r, t) = \frac{1}{t^2} H\left(\frac{r}{t}\right),$$  

(4)

valid for any function $H$. Note that (4) permits to implement any initial condition for the shape of the drop at time $t = 0$. It is an exact solution to the inviscid flow problem apart from the pressure boundary condition, which requires $p = -3h^2(z, t)/t^2$. As $h$ goes down, this pressure quickly becomes insignificant, and the boundary condition may be taken as one of vanishing pressure. This is consistent with the fact that at intermediate times, inertia dominates over surface tension, so the physical boundary condition is once more one of constant pressure.

To put the similarity solution (4) to the test, we compare to our numerical simulations. In Fig. 4 (left) we plot a series of drop profiles for different times in the intermediate regime of drop spreading. We consider two very different Weber numbers $We = 800$ and $We = 16000$, as well as the Reynolds number $Re = 800$. The profiles are first put in dimensionless units by rescaling with $1/3$ power of the drop’s volume $V$. Then we rescale the resulting heights with
FIG. 4: Top and bottom left: series of drop profiles for different times. Top left for $Re = 400$ and $We = 400$ for $t$ varying from 0.8 to 2.7. Bottom left, $Re = 400$ and $We = 8000$ for $t$ varying from 0.9 to 2.3. Right figures show the same profiles rescaled by the maximum height for $h$ and by its square-root for $r$, according to (4). The axis-coordinates in the figures correspond to the numerical mesh. The dashed line shows a fit of the converged rescaled profiles $H_s = 1/(1 + Cx^2)^{6}$ with $C = 0.625$ in dimensionless units.

the maximum dimensionless height and the radius by the square root of the maximum dimensionless height. The result is equivalent to dividing the physical height by its maximum $h_{max}$ and the physical radius by $(V/h_{max})^{1/2}$. As seen in Fig. 4 (right), the collapse to a self-similar profile is quite satisfactory over a period of very significant drop deformation. In both examples, the rescaled profiles for larger times come close to a profile of universal shape, which is well fitted by:

$$H_s(x) = 1/(1 + Cx^2)^{6},$$

with the constant $C = 0.625$. As we vary the Weber number from 800 to 16000, we see no difference in the self-similar profile, while there is a mild dependence of $C$ on Reynolds number. With this adjustment, Reynolds numbers from 200 to 8000 can be described equally well.

III. BOUNDARY LAYER

In the previous section, we described an inviscid outer solution (2), which for large Reynolds numbers will develop a thin boundary layer near the solid surface. If the boundary layer is thinner than the drop thickness, we can neglect the effect of the free surface approximately. Remarkably, solutions of this time dependent boundary layer equations have been studied more than fifty years ago and can be found in [16]; we repeat the axisymmetric version of the analysis here.

The $r$-component of the axisymmetric Navier-Stokes equation reads [17]

$$\partial_t v_r + v_r \partial_r v_r + v_z \partial_z v_r = -\partial_r p/\rho + \nu(\partial^2_r v_r + \partial^2_z v_r + \partial_r v_r/r - v_r/r^2),$$

and

$$\partial_r v_r + \partial_z v_z + v_r/r = 0$$
is the incompressibility condition. According to Prandtl’s boundary layer theory [18], a typical length scale in the $z$-direction (normal to the solid surface) is smaller by a factor of $1/\sqrt{\text{Re}}$ than a corresponding scale in the $r$-direction. According to (7), on the other hand, $v_r/v_z = O(\sqrt{\text{Re}})$. As a result, all terms on the left hand side of (6) are of the same order, but of the viscous terms only the one with the highest number of $z$-derivatives survives.

Thus the boundary layer equation becomes

$$
\partial_t v_r + v_r \partial_r v_r + v_z \partial_z v_r = -\partial_r p/\rho + \nu \partial^2_z v_r.
$$

As usual, the pressure distribution is that of the inviscid problem, which does not have any radial gradients, so it drops out from the equation. To satisfy incompressibility, it is most convenient to look for the stream function $\psi$:

$$
v_r = -\frac{\partial_z \psi}{r}, \quad v_z = \frac{\partial_r \psi}{r}.
$$

In the inviscid case, $\psi = -r^2 z/t$. Moreover, the typical length scale for diffusion of vorticity is $\delta = \sqrt{\nu t}$, which suggests the ansatz

$$
\psi = \sqrt{\nu \frac{z^2}{t^2}} f \left( \frac{z}{\sqrt{\nu t}} \right).
$$

For $f(\xi) = -\xi$, the inviscid result is recovered. Inserting (10) into the boundary layer equation (8), we find

$$
f' + \eta f''/2 + f'^2 - 2 f f'' = -f'''.
$$

The boundary conditions are

$$
f'(\infty) = -1, \quad f(0) = 0, \quad f'(0) = 0.
$$

The numerical solution of (11), subject to (12), is shown in Fig. 5. We are not able to solve the equation exactly, but report an empirical function which matches the true solution closely.
We now compare this boundary layer solution with our numerical simulations of the impacting drop. The $z$ component of the velocity field is given in the boundary layer theory by:

$$v_z = 2 \sqrt{\frac{\nu}{t + t_0}} f \left( \frac{z}{\sqrt{\nu(t + t_0)}} \right),$$

(13)

so that its derivative becomes:

$$\partial_z v_z = \frac{2}{t + t_0} f' \left( \frac{z}{\sqrt{\nu(t + t_0)}} \right).$$

Since the minimum of $f'$ is $-1$ from the asymptotic matching, we can write for any time:

$$\partial_z v_z = (-M) f' \left( \frac{z}{\sqrt{2\nu(-M)}} \right),$$

(14)

where $M$ is the minimum of $\partial_z v_z$. Therefore, rescaling the numerical velocity derivative profiles by $-M$ and the vertical coordinate $z$ by $\sqrt{2\nu(-M)}$, all profiles should collapse onto the master curve $f'$. This is true for any time and or any value of the parameters $Re$, $We$.

Fig. 6 (left) shows the numerical profiles $\partial_z v_z$ for two different sets of parameter values at different times. On the right, the profiles which have been rescaled according to (14) are compared to the theoretical boundary layer profile. We find good collapse, as well as good agreement with the predicted similarity profile $f'(\xi)$. We have also checked the collapse for Reynolds numbers between 200 and 8000, and Weber numbers between 400 and 16000, and found the results comparable to those shown in the two representative examples of Fig. 6.

IV. RIM DYNAMICS

We now put all the information gathered so far together to develop a coupled system of equations modeling the rim and film dynamics (see the sketch of the model in Fig. 7). Our approach is similar to the classical Taylor and Culick method to describe receding liquid sheets [19, 20]. It has already been used in the context of drop impact, but without taking into account the viscous layer explicitly [21].

We assume that the velocity field in the film is (2), but with a shift in the $z$-direction to account for the viscous boundary layer thickness $h_l(t)$:

$$U(r, z, t) = (u_r, u_z) = \left( \frac{r}{t + t_0}, -\frac{2(z - h_l(t))}{t + t_0} \right) \Theta(z - h_l(t)).$$

(15)

Here $\Theta(\cdot)$ is the Heaviside function. We thus suppose that most of the fluid is at rest inside the boundary layer. From the profile of $f$ shown in Fig. 5 we infer that the viscous layer is of order unity in boundary layer coordinates, and thus we will use the estimate $h_l(t) \approx \sqrt{\nu t}$. When this boundary layer reaches the height of the film, the film ceases to thin, so we define an effective thickness below which there is no more motion:

$$h_m(t) = \min(h_l(t), h(t)).$$

(16)

Using this idea, one can derive an estimate for the asymptotic film thickness $h_f$ at which the drop motion stops in the inner region of the drop. Namely, from the scaling of the inviscid solution (4) one derives the estimate

$$h(t) \approx \frac{D^3}{U^2 t^2}.$$  

(17)

At some critical time $t_f$ the drop thickness will have reached the boundary layer thickness: $h(t_f) = \sqrt{\nu t_f}$. The value of $h$ at this time gives the film thickness

$$h_f \approx \frac{D}{Re^{2/5}},$$  

(18)

which becomes very thin for large $Re$, as expected.
FIG. 6: Numerical profiles of the derivative of vertical velocity \( \partial_z v_z \) on the symmetry axis for \( \text{Re} = 400, We = 800 \) (top figures) and \( \text{Re} = 800, We = 4000 \) (bottom figure) at different dimensionless times \( t/\tau \) ranging from 0.2 to 3 in the first case and 2 to 8 in the second case. The top and bottom left figures show the numerical profiles while the top and bottom right figures show the same profile rescaled according to formula (14). The thick line in the right figures indicate the approximated theoretical boundary layer \( f'(\xi) = -1 + \exp\{-\xi - \xi^2\} \).

FIG. 7: A sketch of a drop after impact at high speed, so that both \( \text{Re} \) and \( \text{We} \) are large. The film thickness is \( h(t) \), the radius of the film \( R(t) \), the volume of the rim \( V(t) \), and the total drop radius \( R_s(t) \).

The rim dynamics is obtained by writing the mass and momentum balance for the rim located at \( R(t) \) and moving at speed \( U(t) \). We use the following simplified description: a layer of thickness \( h_m(t) \) inside the film (near the wall) is at rest. The remainder \( h(t) - h_m(t) \) of the film moves with speed \( U_f = u_r(R(t), h(t), t) \) in the radial direction at the rim position. With these simple ingredients volume conservation becomes:

\[
\frac{dV}{dt} = 2\pi R(t) \left[ (h(t) - h_m(t))U_f - h(t)U(t) \right],
\]

where \( V(t) \) is the volume of the rim. Momentum conservation can be written as:

\[
V(t) \frac{dU}{dt} = 2\pi R(t) \left[ (h(t) - h_m(t))(U_f(t) - U(t))^2 + h_m(t)V^2 - 2\gamma/\rho \right].
\]

Here the first and second terms on the right come from the acceleration of the fluid inside the film to the speed of the rim, for the upper layer and the viscous layer, respectively. The third term comes from the pull of the film on the rim.
exerted by surface tension. This is of course the term responsible for retraction. In the case of a 180° degree contact angle to be considered here, the force per unit length is $2\gamma$. In principle, one can generalize to a finite contact angle, if one replaces the factor of 2 by $1 - \cos(\theta_{ap})$, where $\theta_{ap}$ is the apparent contact angle [8]. Finally, the kinematic conditions for the rim position and the film height follow as:

$$\frac{dR}{dt} = U(t), \quad \frac{dh}{dt} = u_z(0, h(t), t).$$ \hfill (21)

We now compare the model equations (19)-(21) to our numerical simulations. Initial conditions are estimated at $t = \tau$ using simple geometrical arguments. The comparisons are based on the full drop radius $R_s$, which we consider to be the sum of $R(t)$ and the rim diameter $2R_r(t)$:

$$R_s(t) = R(t) + 2R_r(t).$$ \hfill (22)

Our numerical simulations show that up to $t \approx \tau$, and at sufficiently high impact speeds, $R_s$ depends neither on $We$ nor on $Re$. At time $t = \tau$ we thus consider the drop to be a pancake of height $h(\tau) = R/2$ and of radius $R \sqrt{8/3}$, as demanded by volume conservation. We estimate the volume $V(\tau)$ of the rim as the edge of this pancake, with the thickness being half of the height:

$$V(\tau) = \frac{\pi R^3}{2} \left( \frac{\sqrt{2}}{3} - \frac{1}{16} \right).$$ \hfill (23)

The rim radius $R_r$ is related to the rim volume by considering the rim a torus:

$$V(t) = 2\pi^2 R(t) R_r^2(t).$$ \hfill (24)

Finally three parameters still need to be specified to compare the output of the model to the numerical simulations: the time $t_0$ appearing in the inviscid velocity field (15), and two parameters determining the effective boundary layer thickness $h_l$:

$$h_l(t) = \alpha \sqrt{\nu(t + t_1)}.$$ \hfill (25)

Here $t_1$ indicates the time delay between the impacting time and the growth of the boundary layer. The prefactor $\alpha$ in (25) expresses the lack of mass flux in the film due to the boundary layer. We adjust these three parameters only once, for a particular pair of $(Re, We)$. The same parameters will then be used to predict the time dependence of $R_s(t)$ for a wide range of other values. The three dimensionless parameters $t_0/\tau$, $t_1/\tau$, and $\alpha$ have been determined as a best fit to $R_s$ for the parameter values $Re = 800$ and $We = 800$, as shown in Fig. 8; we find

$$\alpha = 0.9, \quad t_0/\tau = 0.35, \quad t_1/\tau = 0.2.$$ \hfill (26)

In particular, $\alpha$ can be compared to our boundary layer analysis (6) where one can estimate $\alpha$ as:

$$\alpha_{th} = \int_0^{\infty} (1 + f'(\xi))d\xi = 0.55.$$ \hfill (27)

However, in view of the simplifying assumptions of our model, (27) cannot be expected to provide a perfect description of the effective film thickness. Instead, we have used $\alpha$ as an adjustable parameter and found $\alpha = 0.9$ which is reasonably close to the theoretical value.

A first observation is that the model predicts the rim size and its mass to grow only during the retracting regime of the drop, as shown in Fig. 9. This implies that simplified models, which describe the drop as a pancake of uniform thickness, capture the essential ingredients of the drop dynamics during expansion. During retraction, on the other hand, such a simple description is no longer valid, as the film in the center of the drop becomes very thin. As a result, most of the mass is eventually contained in the rim, see Fig. 9 (right). Now keeping the parameters (26) fixed, the model shows good agreement with simulations as shown in Fig. 10 for Weber and Reynolds numbers varying from 400 to 16000 and 800 to 8000. Given the simplicity of the model, this demonstrates remarkably good agreement with the full numerical simulations of the drop impact: in particular, the typical time scale of the evolution is well captured by the model, over a wide range of parameters.
FIG. 8: The total drop radius $R_s(t)$ as function of time of an impacting drop with $Re = We = 800$. The line is the numerical simulation and the dashed line shows the model output. The free parameters (26) have been fitted to obtain the best possible fit.

FIG. 9: a) The rim radius $(R_s(t) - R(t))/R$ (dashed line) and the spreading drop radius $R(t)/R$ (solid line) as function of dimensionless time $t/\tau$. b) The mass (normalized by the total mass $M_0 = 4\rho\pi R^3/3$) in the rim (solid line) and the one in the film (dotted line) are drawn as functions of time. Both figures show that the rim grows only during the retraction phase of the drop.

V. DISCUSSION

As we demonstrated above, our model gives a quantitative description of the drop dynamics over the entire period of expansion and retraction, and for a very wide range of parameter values. We now use this model to extract the universal (scaling) behavior of the dynamics of drop impact, and compare it to direct numerical simulations where available. In fact, a major advantage of our simplified model description is that it permits to describe parameter regimes in $(Re, We)$ space not accessible by numerical simulation. Namely, if the impact speed becomes too high, certain flow features can no longer be resolved. We will focus on two characteristic quantities of the impact, the maximum spreading radius $R_m$, which we define as the maximum of $R_s$ over time, and the minimal film thickness $h_f$ reached during the impact. In Fig. 11 we show that the minimal film thickness does obey the predicted law (18). The agreement is significantly better than with the alternative scaling law $h_f \propto Re^{-1/2}$ [22], which arises if one neglects the effect of the initial hyperbolic flow (2). In that case, the film thickness scales simply like the thickness of a viscous boundary layer.

We now turn to the maximum spreading radius $R_m$, for which numerous theoretical models have been proposed. For large $Re$ and $We$ numbers, two regimes may be assumed: one where viscosity may be neglected so that surface tension selects $R_m$, the other for which viscous dissipation dominates surface tension, and the maximal radius $R_m$ appears as a balance between inertia and viscosity. As we will see below, the crossover between the two regimes depends on the interplay between viscous and capillary effects, so that the dependence on $Re$ and $We$ can be gathered...
FIG. 10: The radius $R_s(t)/R$ as function of time $t/\tau$, for a variety of impact parameters (Re,We) a) (800,400), b) (800,1600), c) (800,4000) d) (800,16000), e) (400,800) and f) (8000,800). The continuous line show the numerical simulation and the dashed lines the results of the simplified model.

FIG. 11: The minimum radius $h_f/R$ of the film as a function of the Reynolds number obtained using the model (circles) for Weber varying between 100 and 4000, and compared to numerical simulations of the full equations (square). The predicted law $h_f \approx D/Re^{-2/5}$ is the dashed line, while the $Re^{-1/2}$ law is the dotted line for comparison.
into a single scaling relation. In the viscous regime, most of the initial kinetic energy will be lost to viscous dissipation. In that case, one obtains for the maximum spreading radius [7, 23]:

\[ \frac{R_m}{R} - 1 \sim \frac{R_m}{R} \propto Re^{1/5}. \] (28)

When viscosity can be neglected (apart from the boundary layer that we have taken into account in our description), the maximum radius is determined by a balance between inertia and surface tension. Two different scaling laws have been proposed for this regime in the \( Re \rightarrow \infty \) limit. The first is obtained by calculating the radius for which the initial kinetic energy is converted completely into surface energy, giving in the large \( We \) regime [24]:

\[ \frac{R_m}{R} - 1 \sim \frac{R_m}{R} \propto We^{1/2}. \] (29)

Refinements of this theory account for corrections due to viscous dissipation[21], or contact angle dynamics [25]. On the other hand, an alternative scenario has been suggested recently [7] for the same regime. The drop is modeled as a pancake flattened by an effective gravity. The thickness is thus determined by a capillary length, the usual expression being replaced by an “impact capillary length” \( \lambda = \sqrt{\gamma R/(\rho U^2)} \). Using volume conservation, this gives:

\[ \frac{R_m}{R} \propto We^{1/4}. \] (30)

The two regimes, viscous and capillary dominated, can be condensed into two scaling relations depending on the two different capillary models (29) and (30). If the kinetic energy transfer into capillary energy is valid (cf. (29)) the spreading radius can be written as:

\[ \frac{R_m}{R} \propto Re^{1/5} f_c(WeRe^{-2/5}), \] (31)

and the relations (28),(29) impose that the function \( f_c \) satisfies:

\[ \lim_{x \to \infty} f_c(x) = Cte \quad \text{and} \quad \lim_{x \to 0} f_c(x) \propto \sqrt{x}. \]

On the other hand, for the effective gravity theory (30), the spreading radius can be condensed into:

\[ \frac{R_m}{R} \propto Re^{1/5} f_p(WeRe^{-4/5}). \] (32)

Now the scaling function \( f_p \) needs to satisfy the following limits:

\[ \lim_{x \to \infty} f_p(x) = Cte \quad \text{and} \quad \lim_{x \to 0} f_p(x) \propto x^{1/4}. \]

These two relation have the same behavior in the viscous regime, while they differ clearly in the inviscid limit. The simplified model developed here thus can help to discriminate between the two model (29) and (30). Indeed, Fig. 12 compares the maximum radius obtained with the model to the scaling relations (31) in Fig. 12 a) and (32) in Fig. 12 b).

We observe that (31) gives a good description of the spreading, while (32) (cf. Fig. 12 b)) does not work for small viscosity, for which the different results do not collapse onto a single curve. The apparent contradiction with the experimental results of [7] is explained by the fact that only an intermediate regime was investigated, where \( R_m/R \) varying between 1.5 and 4 only. Over such a small range, one cannot reliably discriminate between the two regimes (29) and (30). Our model therefore suggests that in the limit of small viscosity the maximum spreading radius is controlled by a balance between kinetic energy and capillarity, and is not described by the effective gravity theory.

Finally, the model also describes the receding dynamics of the drop, at least up to the point where the film radius \( R(t) \) goes to zero. As shown in Fig. 10, the model captures the retraction dynamics quite well. The numerics and the model both show that a regime of almost constant retraction velocity (denoted by \( V_{\text{ret}} \)) is reached during retraction. The retraction dynamics is crucial for our understanding of drop rebound, or when thermal effects (Marangoni flows or solidification) are considered[26]. Experimentally, two regimes have been observed [27]: the first one is dominated by a balance of capillarity and inertia, and is characterized by the following relation for the retraction rate:

\[ V_{\text{ret}}/R_m \propto \sqrt{\frac{\gamma}{R^3}} \propto \frac{U}{R} We^{-1/2}. \] (33)
FIG. 12: A test of the two scaling relations (31) (left) and (32) (right), using $R_m$ as calculated from the model. In a), the rescaled maximum radius $(R_m/R)/Re^{1/5}$ is plotted as a function of $x = We/Re^{2/5}$; the expected behavior for small $x$ is indicated. In b), $(R_m/R)/Re^{1/5}$ is plotted as function of $x = We/Re^{4/5}$, again showing the expected behavior for small $x$.

FIG. 13: Retraction velocity measured in the model as the maximum velocity reached during the retraction regime a) $V_{ret}/U$ is shown as a function of Weber number for different Reynolds numbers. b) According to the theory balancing inertia and capillarity (33) all the curves collapse when the retraction rate $RV_{ret}/(R_mU)$ is considered. The dashed line shows the expected $We^{-1/2}$ scaling.

The second regime corresponds to a viscous-capillary balance close to the contact line, and does not apply to the case of a 180°, contact angle, considered by us. Figure 13a) shows the maximum velocity during the retraction regime obtained within our model as a function of the Weber number for different Reynolds numbers. As expected on the basis of the capillary retraction theory (33), these results collapse onto a single curve when the retraction rate is considered in Fig. 13b). The retraction rate writes $V_{ret}/R_m$, so that velocity $RV_{ret}/(R_mU)$ is considered.

In summary, in this paper we have developed a model for hydrophobic drop impact, which is based partly on theoretical considerations, and partly on our numerical simulations. We find that all the main features of drop impact dynamics are reproduced. In particular, the model gives a good description of the maximum impact radius and the retraction velocity in agreement with theoretical predictions involving inertia-capillary balances. Moreover, it provides a prediction for the minimal film thickness reached during the impact.