The $n$-point correlations between values of a linear form
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Abstract. We show that the $n$-point correlation function for the fractional parts of a random linear form in $m$ variables has a limit distribution with power-like tail. The existence of the limit distribution follows from the mixing property of flows on $\text{SL}(m+1, \mathbb{R})/\text{SL}(m+1, \mathbb{Z})$. Moreover, we prove similar limit theorems (i) for the probability to find the fractional part of a random linear form close to zero and (ii) also for related trigonometric sums. For large $m$, all of the above limit distributions approach the classical distributions for independent uniformly distributed random variables.

1. Introduction
Consider an infinite sequence of numbers $\lambda_1, \lambda_2, \ldots$ which is uniformly distributed mod 1, i.e.
\[
\lim_{N \to \infty} \frac{\# \{ j \in [1, N] : \lambda_j \in I \}}{N} = |I|
\] (1.1)
for any subinterval $I$ of the unit circle. Correlations on the scale of the average spacing $(1/N)$ between the $\lambda_j$ can be measured by the $n$-point correlation densities [16, 25, 30],

$$R_n(S, N) = \frac{1}{N} \sum_{j_1, \ldots, j_n=1}^N \prod_{a=1}^{n-1} \delta_N(s_a - N(\lambda_{j_a} - \lambda_{j_{a+1}}))$$

(1.2)

where $S = (s_1, \ldots, s_{n-1}) \in \mathbb{R}^{n-1}$, and $\delta_N(x)$ is the Dirac mass on the circle of length $N$; it may be identified with a periodic superposition of Dirac masses on $\mathbb{R}$ via $\delta_N(x) = \sum_{n \in \mathbb{Z}} \delta(x + Nn)$, where $\delta(x)$ denotes the standard Dirac delta distribution. The two-point correlation density

$$R_2(s, N) = \frac{1}{N} \sum_{j_1, j_2=1}^N \delta_N(s - N(\lambda_{j_1} - \lambda_{j_2}))$$

(1.3)

is, for instance, the density of all (not just nearest neighbours) spacings. It should be pointed out that the $R_n(s, N)$ are obviously not probability densities, but contain the complete information to determine (through some combinatorial sieving) statistical measures such as the spacing distribution between nearest (or next-to-nearest etc) neighbours, see [16, 20, 25] for details. Furthermore, put

$$\overline{R}_n(B, N) = \int_B R_n(S, N) \, dS$$

(1.4)

where $B$ is some bounded domain in $\mathbb{R}^{n-1}$; this represents the number of $(n-1)$-tuple spacings $N(\lambda_{j_1} - \lambda_{j_2}, \lambda_{j_2} - \lambda_{j_3}, \ldots, \lambda_{j_{n-1}} - \lambda_{j_n}) \mod N\mathbb{Z}^n$ in $B$. We will refer to $\overline{R}_n(B, N)$ as the $n$-point correlation function. In the case when $\lambda_1, \lambda_2, \ldots, \lambda_N$ are independent uniformly distributed (on $[0, 1]$) random variables (IUDRV), all $n$-point correlation functions converge to $|B|$ almost surely, i.e.

$$\lim_{N \to \infty} \overline{R}_n(B, N) = |B| \text{ almost surely},$$

(1.5)

where $|B|$ denotes the Lebesgue measure of $B$.

Our investigation here is concerned with the limiting behaviour ($N \to \infty$) of the correlation densities in the case when the sequence $\lambda_1, \ldots, \lambda_N$ is given by the fractional parts of the linear form in $d-1$ variables,

$$L_m = am_1 + \cdots + ax_{d-1}m_{d-1},$$

(1.6)

at the integers $m_j = 1, \ldots, N_j$, where $j = 1, \ldots, d-1$ and $N_1 \cdots N_{d-1} = N$. The first immediate observation will be that $\overline{R}_n(B, N)$ has, in general, no limit as $N \to \infty$, which is due to the strong correlations between the values at integers of $L_m$. Limit distributions exist only, if the coefficients $a_j$ or the cut-off parameter $N$ are taken to be random. This fact was proven so far only in the case $d = 2$ for the consecutive spacing distribution (Bleher [2, 3] and Greenman [12]) and the distribution of values in small random intervals (Mazel and Sinai [24]), where it follows from ergodic properties of the continued fraction map (or rather a natural extension of it). Our approach will avoid the use of a higher-dimensional analogue of continued fractions, and instead exploit the connection between
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values of linear forms and the dynamics of flows on the quotient space $\text{SL}(d, \mathbb{R})/\text{SL}(d, \mathbb{Z})$, which is well known, see for example [6]. The central theorem that we shall use guarantees the equidistribution of measures concentrated along the unstable fibers of the flow, and may be regarded as a generalization of the equidistribution theorem for closed horocycles on $\text{SL}(2, \mathbb{R})/\text{SL}(2, \mathbb{Z})$ (compare [9, 15, 22, 23, 32]). It will be derived as a corollary of the mixing property of flows on $\text{SL}(d, \mathbb{R})/\text{SL}(d, \mathbb{Z})$, following ideas of Eskin and McMullen [9], Kleinbock and Margulis [19], and others (see references in [19]). Equidistribution theorems of this type are well known in the theory of unipotent flows and translates of measures on homogeneous spaces, which has been developed mainly by Margulis, Dani, Ratner, Shah, Mozes and Eskin (see Eskin’s ICM review [8] for references and applications of the theory to other counting problems).

One physical motivation of our studies is the fact that the spacings between the fractional parts of a linear form mod 1 are in one-to-one correspondence with the spacings between eigenvalues of a $d$-dimensional quantum harmonic oscillator, where $\alpha_1, \ldots, \alpha_{d-1}$ are related to the normal modes of the classical oscillator [1–3, 12, 27, 28]. A further physical motivation is the interpretation of the fractional parts of a linear form as the quasi-energies of a certain model kicked quantum system and eigenvalues of related Schrödinger operators with quasi-periodic potentials, see [10, 24] for details and references.

For recent rigorous results on sequences, which behave more generically in the sense that their correlation functions converge, for example to those of IUDRVs (such as values at integers of polynomials of degree greater than one) or to those of random matrix ensembles (such as the zeros of zeta functions), see for instance [16, 20, 23, 30, 31, 33, 41, 42] and the surveys [4, 34, 35].

2. Results

Basic definitions and notation. The expressions $x \ll_a y$ and $x = O_a(y)$ both mean there exists a constant $C_a$ (which may depend on some additional parameter $a$) such that $|x| \leq C_a|y|$. The relation $x \asymp y$ means $x = O(y)$ and $y = O(x)$.

A function $f$ on a measurable space $M$ is called piecewise continuous if there exists an open (not necessarily connected) set $U \subset M$ such that (i) $f$ is continuous on $U$ and (ii) the complement of $U$ has measure zero. $f$ is called piecewise constant if there exist countably many open sets $U_i \subset M$ such that (i) $f$ is constant on each $U_i$ and (ii) the complement of $\bigcup_i U_i$ has measure zero. An example for a piecewise continuous/constant function is the characteristic function of an open set with boundary of measure zero.

We assume here and in the following that in the limit $N \to \infty$ the $N_j$ are of the same order of magnitude, i.e. more precisely $N_j = d_j N^{1/(d-1)} + O(1)$ with positive constants $d_j > 0$ and $d_1 \cdots d_{d-1} = 1$. We denote by $B$ a bounded open subset in $\mathbb{R}^{d-1}$ with boundary of measure zero.

Our main results are as follows (for details see Theorems 3.2–3.4, 3.11, 3.18–3.20).

- The correlation function $\overline{R}_n(B, N)$ has, in general, no limit for fixed $\alpha_1, \ldots, \alpha_{d-1}$ as $N \to \infty$. 

If $\alpha_1, \ldots, \alpha_{d-1}$ are random with continuous joint probability density $h(\alpha_1, \ldots, \alpha_{d-1})$, then $R_n(B, N)$ has a limit distribution which is independent of $h$, i.e.

$$\lim_{N \to \infty} \Pr(R_n(B, N) > X) = \Psi_{n,d}(X)$$

where $\Psi_{n,d}(X)$ is continuous and has a power-like tail. More precisely,

$$\Psi_{n,d}(X) \sim X^{-d/(n-1)} \quad \text{for } X \text{ large.}$$

For $d$ large, the limit distribution localizes at the value $|B|$, i.e.

$$d\Psi_{n,d}(X) \xrightarrow{d \to \infty} \delta(X - |B|) \, dX.$$

This follows from the asymptotic behaviour of the moments of $\Psi_{n,d}(X)$ which are discussed in §3.8. Note that $\delta(X - |B|) \, dX$ is the corresponding limit distribution for UDVRs, because their $n$-point correlation functions converge almost surely to $|B|$. This answers a question of Greenman on the level spacing distribution of high-dimensional harmonic oscillators [13].

Suppose now $\alpha_1, \ldots, \alpha_{d-1}$ are fixed and $N$ is a random variable with a suitable probability distribution on $[1, M]$ (see Theorem 3.3 for details). Then, for almost all $\alpha_1, \ldots, \alpha_{d-1}$ (with respect to Lebesgue measure), we have

$$\lim_{M \to \infty} \Pr(R_n(B, \cdot) > X) = \Psi_{n,d}(X)$$

where $\Psi_{n,d}(X)$ is the same function as in the previous statements.

The above statements generalize analogous results of Bleher [2, 3] and Greenman [12] for the consecutive spacing distribution in the case $d = 2$. The two-dimensional case is easier to handle, because the spacings between nearest neighbours are determined by the continued fraction expansion of $\alpha_1$, see [39] for a survey of results, some of which were later rediscovered in the Physics literature [2, 3, 12, 27, 28]. A particularly remarkable observation is that, for fixed $\alpha_1$, the nearest-neighbour spacings can take at most three distinct values [39, 40]; this fact does not generalize to $d > 2$, where the number of distinct spacings is in general unbounded, compare [11] for details in the case $d = 3$.

We shall, furthermore, generalize a result of Mazel and Sinai [24] obtained in the case $d = 2$ for the distribution of fractional parts of linear forms in small subintervals $[\xi, \xi + \sigma/N]$ of the unit circle. Let us denote by $N_{\sigma}(\xi, N)$ the number of points in such an interval, i.e.

$$N_{\sigma}(\xi, N) = \sum_{j=1}^{N} \sum_{\nu \in \mathbb{Z}} \chi_{\sigma}(N(\lambda_j - \xi + \nu)), \quad (2.1)$$

where $\chi_{\sigma}$ is the characteristic function of $(0, \sigma]$.

Again assuming $\alpha_1, \ldots, \alpha_{d-1}$ are random with continuous joint probability density $h(\alpha_1, \ldots, \alpha_{d-1})$, we shall prove the following statements (compare Theorems 4.2–4.5).

If $\xi$ is a random variable uniformly distributed in $[0, 1]$, $N_{\sigma}(\xi, N)$ has a limit distribution which is independent of $h$, i.e.

$$\lim_{N \to \infty} \Pr(N_{\sigma}(\cdot, N) = K) = P_K(\sigma)$$
for $K = 0, 1, 2, \ldots$, where
\[ \sum_{K=K}^{\infty} P_K(\sigma) \asymp X^{-(d+1)}, \quad \text{for } X \text{ large.} \]

- If $\xi = 0$, then $\mathcal{N}_\sigma(0, N)$ has a different limit distribution, i.e.
\[ \lim_{N \to \infty} \text{Prob}[\mathcal{N}_\sigma(0, N) = K] = P_{K,0}(\sigma) \]
for $K = 0, 1, 2, \ldots$, where
\[ \sum_{K=K}^{\infty} P_{K,0}(\sigma) \asymp X^{-d}, \quad \text{for } X \text{ large.} \]

- The expectation value of $P_{K,0}(\sigma)$ and the expectation value and first moment of $P_K(\sigma)$ coincide with those for IUDRVs, but higher moments are different. For $d$ large, however, both limit distributions are asymptotically Poisson, i.e.
\[ P_K(\sigma) \xrightarrow{d \to \infty} \frac{\alpha^K}{K!} e^{-\sigma}, \quad P_{K,0}(\sigma) \xrightarrow{d \to \infty} \frac{\sigma^K}{K!} e^{-\sigma}. \]

As was noted in [24, 38], the asymptotics of $\mathcal{N}_\sigma(\xi, N)$ is closely linked with the asymptotic behaviour of the trigonometric sums
\[ W_N(\xi) = \frac{1}{N} \sum_{i=1}^{N} \sum_{j=1}^{N} \cos(2\pi\nu(\lambda J + \xi)), \quad (2.2) \]
for which we obtain the following limit theorems, cf. [38] for the case $d = 2$ (assume $\alpha_1, \alpha_2, \ldots$ are random as before).

- If $\xi$ is a random variable uniformly distributed in $[0, 1]$, $W_N(\xi)$ has a limit distribution, i.e. in particular
\[ \lim_{N \to \infty} \text{Prob}[a < W_N < b] = \Phi_d(a, b) \]
except possibly at the discontinuities of $\Phi_d$ (of which there are at most countably many), and we have the asymptotics
\[ 1 - \Phi_d(-X, X) \asymp X^{-(d+1)}, \quad \text{for } X \text{ large.} \]

- If $\xi = 0$, $d > 2$,
\[ \lim_{N \to \infty} \text{Prob}[a < W_N(0) < b] = \Phi_{d,0}(a, b) \]
except possibly at the discontinuities of $\Phi_{d,0}$ (of which there are at most countably many), and we have the asymptotics
\[ 1 - \Phi_{d,0}(-X, X) \asymp X^{-d}, \quad \text{for } X \text{ large.} \]

In the case $d = 2$ we are only able to prove the above result if the cut-off in the sum $W_N(0)$ is smoothed; see §4.1 for details.

The proof of these limit theorems (cf. Theorems 4.6–4.9) is essentially the same as for $\mathcal{N}_\sigma(\xi, N)$, combined with methods employed in [21].
The moments of the limit distributions discussed here are related to the number of solutions of simultaneous quadratic diophantine equations. These can be solved directly by elementary methods from number theory, as illustrated for the second moment of \( \Phi_{d,0} \) in the appendix by Zeév Rudnick; compare with Katznelson [17, 18] for related results. Since, however, only finitely many of these moments do not diverge, this elementary approach gives no information on the existence of the full limit distributions. Here it is indeed necessary to apply the above-mentioned equidistribution theorems on \( SL(d, \mathbb{R})/SL(d, \mathbb{Z}) \). From the latter approach, explicit formulae for the moments can be derived by means of classical reduction theory, see §3.7, §3.8 and §4.4.

3. Correlation functions

3.1. Two-point correlations. The two-point correlation density has the representation (recall the definition (1.3))

\[
R_2^N(s, N) = \frac{1}{N} \sum_{m_1, n_1 = 1}^{N_1} \cdots \sum_{m_{d-1}, n_{d-1} = 1}^{N_{d-1}} \sum_{v \in \mathbb{Z}} \delta(s - N(L_m - L_n + v)).
\] (3.1)

Since the difference \( k_j = m_j - n_j \) occurs exactly \( N_j - |k_j| \) times, we can rewrite (3.1) as

\[
R_2^N(s, N) = \sum_{-N_1 \leq k_1 \leq N_1} \cdots \sum_{-N_{d-1} \leq k_{d-1} \leq N_{d-1}} \left[ \left( 1 - \frac{|k_1|}{N_1} \right) \cdots \left( 1 - \frac{|k_{d-1}|}{N_{d-1}} \right) \sum_{v \in \mathbb{Z}} \delta(s - N(L_k + v)) \right].
\]

Let us now split up the above sums as

\[
\sum_{(k_1, \ldots, k_{d-1}) \neq (0, \ldots, 0)} = \sum_{(k_1, \ldots, k_{d-1}, v) \neq (0, \ldots, 0, 0)} - \sum_{v \neq 0} ;
\]

it is suggestive to use the notation \( k_d = v \) so that, with the function

\[
\tau_2(x) = \begin{cases} 
1 - |x|, & x \in [-1, 1] \\
0, & x \notin [-1, 1]. 
\end{cases}
\] (3.2)

we eventually obtain

\[
R_2^N(s, N) = \sum_{k \in \mathbb{Z}^{d-1}} \tau_2 \left( \frac{k_1}{N_1} \right) \cdots \tau_2 \left( \frac{k_{d-1}}{N_{d-1}} \right) \delta(s - N\alpha k) - \sum_{v \in \mathbb{Z} \setminus \{0\}} \delta(s - Nv), \quad (3.3)
\]

with the abbreviation \( \alpha k = \alpha_1 k_1 + \cdots + \alpha_{d-1} k_{d-1} + k_d \). In the following we may ignore the second sum on the right-hand side, since for any compact interval \( \mathcal{B} \)

\[
\int_{\mathcal{B}} \sum_{v \in \mathbb{Z} \setminus \{0\}} \delta(s - Nv) \, ds = 0
\] (3.4)

for \( N \) large enough.
The crucial observation is now that we have the representation
\[
\begin{pmatrix}
k_1N_1^{-1} \\
\vdots \\
k_{d-1}N_{d-1}^{-1} \\
N\alpha_k
\end{pmatrix} = M_k, \tag{3.5}
\]
where
\[
M = \begin{pmatrix}
N_1^{-1} & & & \\
& \ddots & & \\
& & \ddots & \\
& & & N^{-1}
\end{pmatrix}
\begin{pmatrix}
1 & & & \\
& \ddots & & \\
& & \ddots & \\
& & & 1
\end{pmatrix} \begin{pmatrix}
\alpha_1 & \cdots & \alpha_{d-1} & 1
\end{pmatrix} \tag{3.6}
\]
is a matrix in SL(\(d, \mathbb{R}\)). Let us put \(\tilde{k} = Mk\) and define the distribution
\[
D_2(s, M) = \sum_{k \in \mathbb{Z}^{d-1}} \tau_2(\tilde{k}_1) \cdots \tau_2(\tilde{k}_{d-1}) \delta(s - \tilde{k}_d). \tag{3.7}
\]
We clearly get back to \(R_2^n(s, N)\) if we choose \(M\) as above. In order to check that (3.7) is well defined for arbitrary \(M\), we integrate against the characteristic function \(\chi_B\) of some compact interval \(B\). It is then obvious that
\[
\sum_{k \in \mathbb{Z}^{d-1}} \tau_2(\tilde{k}_1) \cdots \tau_2(\tilde{k}_{d-1}) \chi_B(\tilde{k}_d)
\]
is a finite sum for any fixed \(M \in \text{SL}(d, \mathbb{R})\). What is most important, \(D_2(s, M)\) carries the following invariance property:
\[
D_2(s, Mg) = D_2(s, M), \quad \text{for any } g \in \Gamma, \tag{3.8}
\]
with \(\Gamma = \text{SL}(d, \mathbb{Z})\), as can be readily verified. Hence \(D_2(s, M)\) may be viewed as a distribution on the quotient space \(\Sigma^d = \text{SL}(d, \mathbb{R})/\Gamma\), which has finite volume with respect to Haar measure [29, 37], cf. also §3.7.

From relation (3.8) it is immediately clear that we cannot expect the two-point correlation density to converge. The exact asymptotic behaviour is determined by the geometry of \(\Sigma^d\), which we shall discuss in more detail later on. Let us first see how the invariance properties of the two-point correlations carry over to higher correlation densities.

3.2. \textit{n-point correlations.} Recall that the \(n\)-point correlation density is given by, compare (1.2),
\[
R_n^a(S, N) = \frac{1}{N} \sum_{m_1, \ldots, m_{n-1} = 1}^{N_1} \cdots \sum_{m_{d-1} = 1}^{N_{d-1}} \sum_{m_i \neq m_j \quad \forall i \neq j} \sum_{v_1, \ldots, v_{n-1} \in \mathbb{Z}}
\times \prod_{\alpha=1}^{n-1} \delta(s^\alpha - N(L_{m^\alpha} - L_{m^{\alpha+1}} + v^\alpha)), \tag{3.9}
\]
where \( S = (s^1, \ldots, s^{n-1}) \). In the following we shall always use bold letters and lower indices for vectors in configuration space (such as \( m = (m_1, m_2, \ldots) \)) and script letters and upper indices for vectors in correlation space (such as \( \mathcal{S} = (\mathbf{S}, \mathbf{s}) \)). Furthermore we write \( x^a = (x^a_1, x^a_2, \ldots) \) and \( \mathcal{X}_j = (x^j_1, x^j_2, \ldots) \).

Let us now put
\[
k^1 = m^1 - m^2, \ldots, k^{n-1} = m^{n-1} - m^n,
\]
which in turn means that
\[
m^1 = k^1 + \cdots + k^{n-1} + m^n, \ldots, m^{n-1} = k^{n-1} + m^n.
\]
or, relating all possible pairs \( m^a, m^b \) \( (a < b) \),
\[
m^a = k^a + \cdots + k^{b-1} + m^b.
\]
It is not hard to see that the multiplicity of \( \mathcal{K}_j = (k^1_j, \ldots, k^{n-1}_j) \) is
\[
N_j = \max_{1 \leq a \leq b \leq n-1} \left| \sum_{i=a}^{b} k^i_j \right|,
\]
and the \( n \)-point correlation density can thus be written as (compare (3.3) and put \( k^a_d = \nu^a \))
\[
R^n_m(S, N) = \sum_{k^1, \ldots, k^{n-1} \in \mathbb{Z}^d} \tau_n \left( \frac{K_1}{N_1} \right) \cdots \tau_n \left( \frac{K_{n-1}}{N_{n-1}} \right)
\times \delta(s^1 - N \mathbf{k}^1) \cdots \delta(s^{n-1} - N \mathbf{k}^{n-1}),
\]
(3.10)
where the sum is restricted to
\[
\sum_{j=a}^{b} \binom{k^i_j}{k^i_{d-1}} \neq 0, \quad \text{for all } 1 \leq a \leq b \leq n-1 \quad (3.11)
\]
(no restrictions on \( k^i_d \)), and the function \( \tau_n : \mathbb{R}^{n-1} \to \mathbb{R}^+ \) is defined by
\[
\tau_n(x) = \begin{cases} 
1 - \max_{1 \leq a \leq b \leq n-1} \left| \sum_{i=a}^{b} x^i \right|, & \text{for } \max_{1 \leq a \leq b \leq n-1} \left| \sum_{i=a}^{b} x^i \right| \leq 1 \\
0, & \text{for } \max_{1 \leq a \leq b \leq n-1} \left| \sum_{i=a}^{b} x^i \right| > 1.
\end{cases} \quad (3.12)
\]
This function is clearly continuous and of compact support. Since we view the \( n \)-point density \( R^n_m(S, N) \) as a distribution tested against compactly supported functions, it is not hard to see that—as before for \( R_2(s, N) \)—we have
\[
R^n_m(S, N) = \sum_{k^1, \ldots, k^{n-1} \in \mathbb{Z}^d} \tau_n \left( \frac{K_1}{N_1} \right) \cdots \tau_n \left( \frac{K_{n-1}}{N_{n-1}} \right)
\times \delta(s^1 - N \mathbf{k}^1) \cdots \delta(s^{n-1} - N \mathbf{k}^{n-1}),
\]
(3.13)
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for $N$ large enough, where the sum is now restricted to

$$\sum_{j=a}^{b} k^j \neq 0, \quad \text{for all } 1 \leq a \leq b \leq n - 1. \quad (3.14)$$

It will turn out to be convenient if we understand the $N_j \in \mathbb{R}$ as real variables, taking relation (3.13) as a definition for $R_n^a(S, N)$ at non-integer values.

Put $k^a = M k^a$ with $M \in \text{SL}(d, \mathbb{R})$, and also set $\vec{k}_j = (\vec{k}^1_j, \ldots, \vec{k}^{n-1}_j)$. The correct generalization of $D_2(s, M)$ in (3.7) is then

$$D_n(S, M) = \sum_{\vec{K}_1, \ldots, \vec{K}_d \in \mathbb{Z}^{n-1}} \tau_n(\vec{K}_1) \cdots \tau_n(\vec{K}_{d-1}) \delta^{n-1}(S - \vec{K}_d), \quad (3.15)$$

with

$$\delta^{n-1}(X) = \delta(x^1) \cdots \delta(x^{n-1}).$$

We find that the invariance property

$$D_n(S, Mg) = D_n(S, M), \quad \text{for any } g \in \Gamma, \quad (3.16)$$

holds for general $n > 2$ as well. Notice in particular that for any $g \in \Gamma$ the set of conditions

$$\sum_{j=a}^{b} (g^j k^j) \neq 0, \quad \text{for all } 1 \leq a \leq b \leq n - 1 \quad (3.17)$$

is equivalent to the set (3.14).

We shall be particularly interested in the integrated densities

$$\overline{R}_n^a(S, N) = \int_B R_n^a(S, N) d^{n-1}S,$$

$$\overline{D}_n(B, M) = \int_B D_n(S, M) d^{n-1}S,$$

for bounded open sets $B$ with boundary of measure zero. Let us summarize the results of this section in the following proposition.

**Proposition 3.1.** For $N$ large enough, we have

$$\overline{R}_n^a(B, N) = \overline{D}_n(B, M),$$

with $M$ given by (3.6).

3.3. Limit distributions. We will now state our main results; the proofs are given in the next two sections. In the following put $N_j = d_j N^{1/(d-1)}$, for arbitrary constants $d_j > 0$ ($d_1 \cdots d_{d-1} = 1$), so that $N$ is the only free parameter. (Recall the $N_j$ need not be restricted to integers.)

**Theorem 3.2.** Let $B$ be a bounded open subset in $\mathbb{R}^{n-1}$ with boundary of measure zero. Suppose $\alpha_1, \ldots, \alpha_{d-1} \in \mathbb{T}$ are random variables with continuous joint probability density $h(\alpha_1, \ldots, \alpha_{d-1})$. Then the limit

$$\lim_{N \to \infty} \text{Prob}[\overline{R}_n^a(B, N) > X]$$
exists for all $X > 0$ and is given by the continuous function (on $\mathbb{R}_+$)

$$\Psi_{n,d}(X) = \frac{\mu[M \in \Sigma^d : D_n(B, M) > X]}{\mu(\Sigma^d)},$$

which is independent of $h$.

Tail estimates and moments of the limit distribution $\Psi_{n,d}(X)$ are given in §3.6 and §3.8.

**Theorem 3.3.** Let $B$ be a bounded open subset in $\mathbb{R}^{n-1}$ with boundary of measure zero. Suppose now $(\alpha_1, \ldots, \alpha_{d-1}) \in \mathbb{T}^{d-1}$ are fixed and $N \in \mathbb{R}$ is a random variable distributed in $[1, M]$ with probability density $(N \log M)^{-1}$. Then, for almost all $\alpha_1, \ldots, \alpha_{d-1}$ (with respect to Lebesgue measure on $\mathbb{T}^{d-1}$), we have

$$\lim_{M \to \infty} \text{Prob}(R_n(B, N) > X) = \Psi_{n,d}(X)$$

with the same limit $\Psi_{n,d}(X)$ as in Theorem 3.2. Alternatively, one may also take $N$ to be a random integer distributed in $[1, M]$ with probability

$$\log(1 + N^{-1}) \sum_{v=1}^{M} \log(1 + v^{-1}).$$

We say $(\alpha_1, \ldots, \alpha_{d-1})$ is badly approximable, if there exists a constant $c > 0$ such that

$$\rho(\alpha_1 x_1 + \cdots + \alpha_{d-1} x_{d-1}) > c \cdot c_1 \cdot \cdots \cdot c_{d-1} \cdot |x_1| \cdots |x_{d-1}|^{-d(1)}$$

for all non-zero $(x_1, \ldots, x_{d-1}) \in \mathbb{Z}^{d-1}$, with $\rho(t) = \min_{n \in \mathbb{Z}} |t - n|$, see [5, 6, 36] for more details.

**Theorem 3.4.** If $\alpha = (\alpha_1, \ldots, \alpha_{d-1})$ is badly approximable, then the set

$$\{R_n(B, N) : N \geq 1\}$$

is bounded in $\mathbb{R}_+$. On the other hand, for almost all $\alpha$ (with respect to Lebesgue measure) the function $R_n(B, N)$ is unbounded as $N \to \infty$.

The key to the proof of the above theorems are dynamical properties of flows on $\text{SL}(d, \mathbb{R})/\text{SL}(d, \mathbb{Z})$.

### 3.4. Flows on $\text{SL}(d, \mathbb{R})/\text{SL}(d, \mathbb{Z})$

The following analysis holds as well for all other lattices $\Gamma$ in $\text{SL}(d, \mathbb{R})$, but we shall restrict our notation to the case $\Gamma = \text{SL}(d, \mathbb{Z})$.

Define the flow $\Phi^t$ by the left action

$$\Phi^t : \Sigma^d \to \Sigma^d,$$

$$M \mapsto \begin{pmatrix} e^{-t} & & \\ & \ddots & \\ & & e^{-t} \end{pmatrix} M.$$

As a result of §3.2, the behaviour of the $n$-point correlations is determined by the asymptotic distribution of the trajectory $\{\Phi^t(M) : t \geq 0\}$. It is well known that this flow has the mixing property [26], which can be stated as follows. (Denote by $\mu$ the invariant measure on $\Sigma^d = \text{SL}(d, \mathbb{R})/\Gamma$.)
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THEOREM 3.5. Let \( f, g \in L^2(\Sigma^d, \mu) \). Then
\[
\lim_{T \to +\infty} \frac{1}{T} \int_0^T f(\Phi'(M))g(M) \, d\mu(M) = \frac{1}{\mu(\Sigma^d)} \int_{\Sigma^d} f \, d\mu \, g \, d\mu.
\]

This in particular implies ergodicity.

THEOREM 3.6. Let \( f \in L^1(\Sigma^d, \mu) \). Then for \( \mu \)-almost all \( M \)
\[
\lim_{T \to \infty} \frac{1}{T} \int_0^T f(\Phi'(M)) \, dt = \frac{1}{\mu(\Sigma^d)} \int_{\Sigma^d} f \, d\mu.
\]

Consider elements \( M \in \text{SL}(d, \mathbb{R}) \) which have a decomposition of the form
\[
M = \begin{pmatrix} A & b \\ 0 & 1 \end{pmatrix} \begin{pmatrix} e^{-(s+1)t} & 0 \\ 0 & e^{(d-1)s} \end{pmatrix} \begin{pmatrix} 1 & 0 \\ l & 1 \end{pmatrix} \tag{3.18}
\]
where \( A \in \text{SL}(d-1, \mathbb{R}) \), \( b \) is a \((d-1)\)-dimensional column vector, \( s \in \mathbb{R} \), \( l \) is a \((d-1)\)-dimensional row vector, \( 1 \) is a unit matrix and \( 0 \) are zero vectors. This provides a local parametrization of \( \text{SL}(d, \mathbb{R}) \). The Haar measure \( \mu \) reads in these (local) coordinates
\[
d\mu(M) = e^{d(d-1)s} \, ds \, dl_1 \cdots dl_{d-1} \, db_1 \cdots db_{d-1} \, d\mu_{d-1}(A), \tag{3.19}
\]
where \( \mu_{d-1} \) is the Haar measure of \( \text{SL}(d-1, \mathbb{R}) \). The action of the flow \( \Phi' \) on \( M \) reads
\[
\Phi'(M) = \begin{pmatrix} A & be^{-dt} \\ 0 & 1 \end{pmatrix} \begin{pmatrix} e^{-(s+1)t} & 0 \\ 0 & e^{(d-1)(s+t)} \end{pmatrix} \begin{pmatrix} 1 & 0 \\ l & 1 \end{pmatrix}. \tag{3.20}
\]

With the abbreviation
\[
M = [s, l, b, A]
\]
the latter can be expressed as
\[
\Phi'([s, l, b, A]) = [s + t, l, be^{-dt}, A]. \tag{3.21}
\]

Let us denote by \( d(M, M') \) the distance between two points, which is induced by the right-invariant Riemannian metric on \( \text{SL}(d, \mathbb{R}) \). Due to the right invariance we see that the distance between the translates \( \Phi'(M), \Phi'(M') \) (which we may view as two neighbouring choices of initial conditions) is given by
\[
d(\Phi'(M), \Phi'(M')) = d([s, le^{dt}, be^{-dt}, A], [s', le^{dt}, b'e^{-dt}, A']).
\]
Hence \( s \) and \( A \) characterize the neutral manifolds of the flow \( \Phi' \), \( l \) the unstable and \( b \) the stable ones.

With the above parametrization, we have the following corollary of the ergodic theorem.

COROLLARY 3.7. Let \( f \) be bounded and piecewise continuous on \( \Sigma^d \). Then, for all \( s \in \mathbb{R}, A \in \text{SL}(d-1, \mathbb{R}) \) and almost all \( l \in T^{d-1} \) (with respect to Lebesgue measure) we have
\[
\lim_{T \to \infty} \frac{1}{T} \int_0^T f([s + t, l, 0, A]) \, dt = \frac{1}{\mu(\Sigma^d)} \int_{\Sigma^d} f \, d\mu.
\]
Proof. Since the function \( f_M(M') = f(MM') \) is still right-\( \Gamma \)-invariant (as a function of \( M' \)), we may assume without loss of generality that \( s = 0, A = 1 \).

Suppose, first, \( f \) is uniformly continuous. Every point of the form \([s, I, b, A]\) which is in an \( \epsilon \)-neighbourhood of the point \([0, I, 0, 1]\), i.e.

\[
d([0, I, 0, 1], [s, I, b, A]) < \epsilon,
\]

stays in an \( \epsilon \)-neighbourhood of the translated point \([t, I, 0, 1]\), since

\[
d(\Phi'[0, I, 0, 1], \Phi'[s, I, b, A]) = d([0, 0, 0, 1], [s, 0, be^{-dt}, A]) < \epsilon.
\]

Hence, by uniform continuity, for every given \( \delta > 0 \) we find an \( \epsilon > 0 \) such that

\[
|f(\Phi'[0, I, 0, 1]) - f(\Phi'[s, I, b, A])| < \delta
\]

for all \( t > 0 \) and all \([s, I, b, A]\) in the \( \epsilon \)-neighbourhood. So for all \( T \)

\[
\frac{1}{T} \int_0^T f(\Phi'[s, I, b, A]) \, dt - \delta < \frac{1}{T} \int_0^T f(\Phi'[0, I, 0, 1]) \, dt
\]

\[
< \frac{1}{T} \int_0^T f(\Phi'[s, I, b, A]) \, dt + \delta.
\]

(3.22)

If, therefore, the limit

\[
\lim_{T \to \infty} \frac{1}{T} \int_0^T f([t, I, 0, 1]) \, dt
\]

did not exist for almost all \( I \) and was not equal to \( \mu(\Sigma^d)^{-1} \int_{\Sigma^d} f \, d\mu \), we would have a contradiction with Theorem 3.6, since \( \delta \) can be made arbitrarily small. Thus the assertion holds for uniformly continuous functions. The extension to bounded piecewise continuous functions can be achieved by a standard measure-theoretic argument (approximation from above and below). \( \square \)

Corollary 3.8. Let \( f \) be bounded and piecewise continuous on \( \Sigma^d \), and let \( 0 = t_0 < t_1 < t_2 \to \infty \) be a sequence with only accumulation point at infinity, such that \( t_{j+1} - t_j \to 0 \). Then, for all \( s \in \mathbb{R}, A \in \text{SL}(d - 1, \mathbb{R}) \) and almost all \( I \in \mathbb{T}^{d-1} \) (with respect to Lebesgue measure) we have

\[
\lim_{T \to \infty} \frac{1}{T} \sum_{t_j \leq T} (t_{j+1} - t_j) f([s + t_j, I, 0, A]) = \frac{1}{\mu(\Sigma^d)} \int_{\Sigma^d} f \, d\mu.
\]

Proof. Assume, first, \( f \) is continuously differentiable and of compact support. Therefore the function \( F(t) = f([t, I, 0, 1]) \) is uniformly continuous, and we have, in particular, by the intermediate value theorem

\[
F(t) = F(t_j) + F'(\xi)(t - t_j)
\]

(3.23)

with some \( \xi \in [t_j, t] \). Since \( F' \) is uniformly bounded we see that

\[
\int_0^T f([t, I, 0, 1]) \, dt - \sum_{t_j \leq T} (t_{j+1} - t_j) f([t_j, I, 0, 1]) \ll \sum_{t_j \leq T} (t_{j+1} - t_j) dt
\]

\[
= \frac{1}{2} \sum_{t_j \leq T} (t_{j+1} - t_j)^2.
\]

(3.24)
Furthermore,
\[
\sum_{t_j \geq T} (t_{j+1} - t_j)^2 \ll O(T^{1/100}) + \sum_{T^{1/100} \leq t_j \leq T} (t_{j+1} - t_j)^2
\]
\[
\ll O(T^{1/100}) + \sum_{T^{1/100} \leq t_j \leq T} o(1)(t_{j+1} - t_j) = o(T).
\]

Hence the corollary holds for the above class of functions \( f \). The extension to bounded piecewise continuous \( f \) is again possible by approximation from above/below. (Bounded functions can be approximated from above by linear combinations of compactly supported functions, which we have just discussed, and constant functions \( f = \text{const} \) for which the theorem obviously holds.)

Following the lines of the proof of [23, Corollary 5.2] (compare also [9, 19] and references therein), we exploit the mixing property to show the equidistribution of measures concentrated along the unstable manifold.

**Corollary 3.9.** Let \( f \) be bounded and piecewise continuous on \( \Sigma^d \), and \( h \) be continuous on the standard \((d - 1)\)-dimensional unit torus \( T_d \). Then, for every \( s \in \mathbb{R} \), \( A \in \text{SL}(d - 1, \mathbb{R}) \), we have
\[
\lim_{t \to \infty} \overline{\int_{T^d} f([s + t, I, 0, A]) h(i) d^{d-1}i} = \frac{1}{\mu(\Sigma^d)} \int_{T^d} f d\mu \int_{T^d} h(i) d^{d-1}i,
\]
where \( d^{d-1}i = dl_1 \cdots dl_{d-1} \).

**Proof.** As in the proof of Corollary 3.7 we may assume without loss of generality that \( s = 0, A = 1 \).

Let \( f \) be a continuous function on \( \text{SL}(d, \mathbb{R}) \), right-\( \Gamma \)-invariant and compactly supported when viewed as a function on \( \Sigma^d \). Furthermore, define the function \( H \) on \( \text{SL}(d, \mathbb{R}) \) by
\[
H(M) = \tilde{h}(i) \frac{1}{\epsilon} \chi\left(\frac{s}{\epsilon}\right) \frac{1}{\epsilon} \chi_e(A) \chi(b_1) \cdots \chi(b_{d-1})
\]
if \( \Phi \) admits a representation of the form (3.18) and \( H = 0 \) if not, where \( \chi \) is the characteristic function of the interval \([ -\frac{1}{2}, \frac{1}{2} ] \) and \( \chi_e \) the characteristic function of a ball in \( \text{SL}(d - 1, \mathbb{R}) \) centred at \( A = 1 \) with volume \( \epsilon \). The function \( \tilde{h} \) is continuous and compactly supported. (It will be later related to \( h(i) = \sum_{m \in \mathbb{Z}^{d-1}} \tilde{h}(i + m) \).) Thus \( H \) has compact support and the integral
\[
\int_{\text{SL}(d, \mathbb{R})} H(M) f(\Phi(M)) d\mu = \int_{\text{SL}(d, \mathbb{R})} H([s, I, b, A]) f([s + t, I, be^{-dt}, A]) d\mu
\]
is well defined.

**Step (A).** \( f \) is uniformly continuous (since it is \( \Gamma \)-invariant and has compact support on \( \Sigma^d \)) and therefore we have
\[
f([s + t, I, be^{-dt}, A]) = f([s + t, I, 0, A]) + O(e^{-dt})
\]
(3.28)
uniformly in \([s, l, b, A]\) in the (compact) range of integration. So

\[
\int_{\text{SL}(d, \mathbb{R})} H([s, l, b, A]) f([s + t, l, b, A]) \, d\mu = \int_{\mathbb{R}_+} \int_{\mathbb{R}^{d-1}} \int_{\text{SL}(d-1, \mathbb{R})} \tilde{h}(t) \frac{1}{\epsilon} \chi \left( \frac{s}{\epsilon} \right) \frac{d\mu_{d-1}}{\epsilon} \chi_{e}(A) \times f([s + t, l, b, A]) \, d\mu_{d-1} \, d^{d-1} t e^{(d-1)s} \, ds + O(e^{-d}).
\]  

(3.29)

Step (B). We can rewrite (3.27) as

\[
\int_{\text{SL}(d, \mathbb{R})} H(M) f(\Phi'(M)) \, d\mu = \int_{\Sigma^d} \left( \sum_{g \in \Gamma} H(Mg) \right) f(\Phi'(M)) \, d\mu
\]

(3.30)

since \(\Phi' \circ f\) and \(\mu\) are right-\(\Gamma\)-invariant. Because \(G(M) = \sum_{g \in \Gamma} H(Mg)\) is also right-\(\Gamma\)-invariant and in \(L^2(\Sigma^d, \mu)\), the mixing property guarantees the existence of the limit \(t \to \infty\) of (3.30), whose value is then given by

\[
\frac{1}{\mu(\Sigma^d)} \int_{\Sigma^d} \left( \sum_{g \in \Gamma} H(Mg) \right) \, d\mu \int_{\Sigma^d} f \, d\mu = \frac{1}{\mu(\Sigma^d)} \int_{\text{SL}(d, \mathbb{R})} H \, d\mu \int_{\Sigma^d} f \, d\mu = \frac{1}{\mu(\Sigma^d)} \int_{\Sigma^d} f \, d\mu \int_{\mathbb{R}^{d-1}} \tilde{h}(t) \, d^{d-1} t \int_{\mathbb{R}} \frac{1}{\epsilon} \chi \left( \frac{s}{\epsilon} \right) e^{(d-1)s} \, ds,
\]  

(3.31)

where we have used the fact that

\[
\int_{\text{SL}(d-1, \mathbb{R})} \chi_{e}(A) \, d\mu_{d-1}(A) = \epsilon.
\]

Step (C). From steps (A) and (B) we conclude that

\[
\lim_{t \to \infty} \int_{\mathbb{R}} \int_{\mathbb{R}^{d-1}} \int_{\text{SL}(d-1, \mathbb{R})} \tilde{h}(t) \frac{1}{\epsilon} \chi \left( \frac{s}{\epsilon} \right) \frac{d\mu_{d-1}}{\epsilon} \chi_{e}(A) \times f([s + t, l, b, A]) \, d\mu_{d-1} \, d^{d-1} t e^{(d-1)s} \, ds = \frac{1}{\mu(\Sigma^d)} \int_{\Sigma^d} f \, d\mu \int_{\mathbb{R}^{d-1}} \tilde{h}(t) \, d^{d-1} t \int_{\mathbb{R}} \chi(s) e^{(d-1)s} \, ds.
\]  

(3.32)

By the uniform continuity of \(f\) with respect to the right-invariant metric on \(\text{SL}(d, \mathbb{R})\), given any \(\delta > 0\), we find an \(\epsilon > 0\) such that

\[
|f([s + t, l, b, A]) - f([t, l, b, A])| < \delta
\]

uniformly for all \(s \in [-\epsilon, \epsilon], l \in \mathbb{R}^{d-1}\) and \(A\) in a ball centred at \(A = 1\) of volume \(\epsilon\). We
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have the inclusion

\[ \int_{\mathbb{R}^d} \int_{\mathbb{R}^{d-1}} \int_{\Sigma_{d-1}} \tilde{h}(I) \chi (\frac{s}{e}) \frac{1}{e} \chi_{e}(A) f ([s + t, I, 0, A]) d\mu_{d-1} d^{d-1} t e^{d(d-1)s} ds - \delta < \int_{\mathbb{R}^d} \int_{\mathbb{R}^{d-1}} \int_{\Sigma_{d-1}} \tilde{h}(I) \chi (\frac{s}{e}) \frac{1}{e} \chi_{e}(A) f ([I, I, 0, 1]) d\mu_{d-1} d^{d-1} t \]

\[ = \int_{\mathbb{R}^d} \int_{\mathbb{R}^{d-1}} \int_{\Sigma_{d-1}} \tilde{h}(I) f ([I, I, 0, 1]) d^{d-1} t \]

\[ \times f ([s + t, I, 0, A]) d\mu_{d-1} d^{d-1} t e^{d(d-1)s} ds + \delta. \] (3.33)

Because the limits \( t \to \infty \) on the left- and the right-hand sides of the above inequality exist and differ only by \( 2\delta \), which can be made arbitrarily small, the limit of the inner term has to exist as well and is precisely given by

\[ \lim_{t \to \infty} \int_{\mathbb{R}^d} \int_{\mathbb{R}^{d-1}} \int_{\Sigma_{d-1}} \tilde{h}(I) f ([I, I, 0, 1]) d^{d-1} t = \frac{1}{\mu(\Sigma^d)} \int_{\Sigma^d} f d\mu \int_{\mathbb{R}^{d-1}} \tilde{h}(I) d^{d-1} t, \] (3.34)

or

\[ \lim_{t \to \infty} \int_{\mathbb{R}^d} \int_{\mathbb{R}^{d-1}} \int_{\Sigma_{d-1}} \tilde{h}(I) f ([I, I, 0, 1]) d^{d-1} t = \frac{1}{\mu(\Sigma^d)} \int_{\Sigma^d} f d\mu \int_{\mathbb{R}^{d-1}} h(I) d^{d-1} t, \] (3.35)

with \( h(I) = \sum_{m \in \mathbb{Z}^{d-1}} \tilde{h}(I + m) \). By standard measure-theoretic tricks (approximation from above and below), one can show that the above also holds for bounded piecewise continuous functions. \( \square \)

3.5. Proof of Theorems 3.2–3.4. We begin with the following observation.

**Lemma 3.10.** Fix \( X > 0 \). For \( B \) open with boundary of measure zero, the solutions \( M \) of the equation

\[ \overline{D}_n(B, M) = X \] (3.36)

form sets of (Haar) measure zero in \( \Sigma^d \).

**Proof.** Cover \( \Sigma^d \) by a countable union of compact sets \( S \). On each compact set \( S \), \( \overline{D}_n(B, M) \) has a representation as a finite sum

\[ \overline{D}_n(B, M) = \sum_{\mathcal{K}_1, \ldots, \mathcal{K}_d \in \mathbb{Z}^{d-1}} \tau_n(\mathcal{K}_1) \cdots \tau_n(\mathcal{K}_{d-1}) \chi_B(\mathcal{K}_d), \] (3.37)

where \( \chi_B \) is the characteristic function of \( B \).

Suppose now the set of solutions \( M \in S \) of (3.36) has strictly positive measure. Then, since \( \overline{D}_n(B, M) \) is piecewise continuous, we find a point \( M \) such that for all \( M' \) in a small open neighbourhood of \( M \) we have \( \overline{D}_n(B, M') = X \). Taking \( M' = \Phi^{-e}(M) \), this implies, in particular, \( \overline{D}_n(B, \Phi^{-e}(M)) = X \), for all \( e \) small enough. Now

\[ \overline{D}_n(B, \Phi^{-e}(M)) = \sum_{\mathcal{K}_1, \ldots, \mathcal{K}_d \in \mathbb{Z}^{d-1}} \tau_n(e^e \mathcal{K}_1) \cdots \tau_n(e^e \mathcal{K}_{d-1}) \chi_B(e^{d(1-e)} \mathcal{K}_d), \]
and for $\epsilon$ small enough, we claim that
\[
\overline{D}_n(B, \Phi^{-\epsilon}(M)) = \sum_{K_1, \ldots, K_d \in \mathbb{Z}^{n-1}} \tau_n(e^{\epsilon \hat{K}_1}) \cdots \tau_n(e^{\epsilon \hat{K}_{d-1}}) \chi_{\mathcal{B}}(\hat{K}_d).
\]
To see why (3.38) is indeed valid, suppose the contrary would be true. Then, since $\chi_{\mathcal{B}}$ is piecewise constant, we would find a constant $\delta > 0$ such that we would have
\[
\sum_{K_1, \ldots, K_d \in \mathbb{Z}^{n-1}} \tau_n(e^{\epsilon \hat{K}_1}) \cdots \tau_n(e^{\epsilon \hat{K}_{d-1}}) [\chi_{\mathcal{B}}(e^{-(d-1)\epsilon} \hat{K}_d) - \chi_{\mathcal{B}}(\hat{K}_d)] \geq \delta
\]
for all $0 < \epsilon < \epsilon_0$, $\epsilon_0$ small. However, this implies
\[
\lim_{\epsilon \to 0} \overline{D}_n(B, \Phi^{-\epsilon}(M)) - \overline{D}_n(B, M)
\]
\[
\lim_{\epsilon \to 0} \sum_{K_1, \ldots, K_d \in \mathbb{Z}^{n-1}} \tau_n(K_1) \cdots \tau_n(K_{d-1}) [\chi_{\mathcal{B}}(e^{-(d-1)\epsilon} \hat{K}_d) - \chi_{\mathcal{B}}(\hat{K}_d)] \geq \delta,
\]
which means $\overline{D}_n(B, M)$ is discontinuous in $\mathcal{M}$, and thus contradict our assumption that $\overline{D}_n(B, M)$ is constant in a small neighbourhood of $\mathcal{M}$. Hence (3.38) holds.

Continuing with (3.38), we observe that for $\epsilon > 0$ $\tau_n(e^{\epsilon \lambda}) \leq \tau_n(\lambda)$, with strict inequality for all $\lambda$ with $\tau_n(\lambda) \neq 0$. Therefore $\overline{D}_n(B, \Phi^{-\epsilon}(\mathcal{M})) < X$ for $\epsilon > 0$ arbitrarily small, a contradiction: the set of solutions of $\mathcal{M} \in \mathcal{S}$ of (3.36) has to be of measure zero.

Finally, a countable union of sets of measure zero has measure zero. The lemma follows. □

In the following we set $N_1 = c_1 e^{s}$, $N_2 = c_2 e^{s}$, \ldots, and thus $N$ and $t$ are related by
\[
N = c_1 \cdots c_{d-1} e^{(d-1)s},
\]
with (arbitrary) positive constants $c_j$.

**Proof of Theorem 3.2.** Apply Corollary 3.9 with
\[
s = \frac{1}{d-1} \log(c_1 \cdots c_{d-1}),
\]
\[
A = (c_1 \cdots c_{d-1})^{1/(d-1)} \begin{pmatrix}
c_1^{-1} & \cdots & \cdots \\
\cdots & \cdots & \cdots \\
c_{d-1}^{-1} & \cdots & \cdots
\end{pmatrix},
\]
and
\[
f(\mathcal{M}) = \begin{cases}
1, & \text{if } \overline{D}_n(B, \mathcal{M}) > X \\
0, & \text{if } \overline{D}_n(B, \mathcal{M}) \leq X,
\end{cases}
\]
which, by virtue of Lemma 3.10 is piecewise continuous. Lemma 3.10 thus also implies the continuity of $\Psi_{n,d}^*(X)$. □

**Proof of Theorem 3.3.** As for Theorem 3.2, but use now Corollaries 3.7 and 3.8. □

**Proof of Theorem 3.4.** It follows from the results in [6] that the set $\{[t, \alpha, 0, 1] | \Gamma : t \geq 0\}$ is bounded in $\Sigma^d$ for badly approximable $\alpha$. Since $\overline{D}_n(B, \mathcal{M})$ is bounded on compacta, the first assertion follows. The second statement follows from ergodicity and the fact that $\overline{D}_n(B, \mathcal{M})$ is unbounded on $\Sigma^d$ (see the next section, Proposition 3.13 for an explicit lower bound). □
3.6. Tail estimates.

**Theorem 3.11.** For $X_0$ large enough, there exist constants $0 < C_1 < C_2 < \infty$ such that
\[
C_1 X^{-d/(n-1)} \leq \Psi_{n,d}(X) \leq C_2 X^{-d/(n-1)}
\]
for all $X > X_0$, i.e., $\Psi_{n,d}(X)$ has a power-like tail.

Denote by $A$ the subgroup of positive definite diagonal matrices
\[
a(a) = \begin{pmatrix} a_1 & & \\ & \ddots & \\ & & a_d \end{pmatrix} \in \text{SL}(d, \mathbb{R}), \quad a_j > 0
\]
and by $N$ the subgroup of upper triangular matrices
\[
n(u) = \begin{pmatrix} 1 & u_{12} & \cdots & u_{1d} \\ & \ddots & \ddots & \vdots \\ & \ddots & \ddots & u_{d-1,d} \\ & & \ddots & 1 \end{pmatrix} \in \text{SL}(d, \mathbb{R}).
\]
Every element $M \in \text{SL}(d, \mathbb{R})$ has the unique Iwasawa decomposition
\[
M = k a(a) n(u),
\]
with $k \in \text{SO}(d)$. The Haar measure in these coordinates reads [29]
\[
d\mu = \rho(a) \, dk \, da(a) \, dn(u)
\]
where $dk$, $da$, $dn$ are Haar measures of $\text{SO}(d)$, $A$, $N$, respectively. For $\rho(a)$ one has [29]
\[
\rho(a) = \prod_{1 \leq i < j \leq d} \frac{a_i}{a_j} = \prod_{j=1}^d a_j^{d-2j+1}.
\]

The following set is an example of a Siegel set [29],
\[
\mathcal{S} = \left\{ k a(a) n(u) : k \in \text{SO}(d), \ 0 < a_j \leq \frac{2}{\sqrt{3}} a_{j+1} (j = 1, \ldots, d-1), u \in \mathcal{F}_N \right\}
\]
where $\mathcal{F}_N$ is a compact fundamental region of $N/(\Gamma \cap N)$. The above set has the property that it has finite Haar measure, contains one fundamental region of $\Gamma$ and is itself contained in a finite union of fundamental regions. Therefore, we may obtain upper and lower bounds for $\Psi_{n,d}(X)$ by considering the quantity
\[
\bar{\Psi}_{n,d}(X) = \mu \{ M \in \mathcal{S} : \mathcal{T}_n(B, M) > X \}
\]
instead. What we will need next are bounds on $\mathcal{T}_n(B, M)$ in the asymptotic domains of the Siegel set $\mathcal{S}$. Fix a positive constant $K$. For $l \in \{1, \ldots, d-1\}$, put
\[
\mathcal{S}_{K,l} = \left\{ M = k a(a) n(u) \in \mathcal{S} : a_l \leq K \leq \frac{2}{\sqrt{3}} a_{l+1} \right\},
\]
and for \( l = 0, d, \)

\[
S_{K,0} = \left\{ M = ka(u) \in S : K \leq \frac{2}{\sqrt{3}a_1} \right\},
\]

(3.44)

\[
S_{K,d} = \{ M = ka(u) \in S : a_d \leq K \}.
\]

(3.45)

The sets \( S_{K,0} \) and \( S_{K,d} \) are clearly compact, for \( a_1 \cdots a_d = 1 \), and thus \( D_n(B, M) \) is bounded on these two sets. An upper/lower bound for the limit distribution will follow from an upper/lower bound for \( D_n(B, M) \) on the non-compact \( S_{K,l}, l = 1, \ldots, d - 1 \).

**Lemma 3.12.** We have

\[
S = \bigcup_{l=0}^{d} S_{K,l}.
\]

**Proof.** We use an inductive argument. Suppose \( M \notin S_{K,0} \). Then \( a_1 < \frac{2}{\sqrt{3}} K < K \). Hence either \( M \in S_{K,1} \) or \( a_2 < \frac{2}{\sqrt{3}} K < K \). In the latter case either \( M \notin S_{K,2} \) or \( a_3 < \frac{2}{\sqrt{3}} K < K \), and so on. Finally, with \( M \notin S_{K,0} \cup \cdots \cup S_{K,d-2} \), we have either \( M \in S_{K,d-1} \) or \( a_d < \frac{2}{\sqrt{3}} K < K \). The latter condition implies \( M \in S_{K,d} \). \( \square \)

**Proposition 3.13.** For \( K \) constant and small enough, we have:

(i) the upper bound

\[
\overline{D}_n(B, M) \ll_K \frac{1}{(a_1 \cdots a_1)^{n-1}}
\]

uniformly for all \( M = ka(u) \in S_{K,l} \) and

(ii) the lower bound

\[
\gamma(k) \frac{1}{(a_1 \cdots a_d)^{n-1}} \ll_K \overline{D}_n(B, M)
\]

uniformly for all \( M = ka(u) \in S_{K,d-1} \). The function \( \gamma(k) \) is positive and bounded for all \( k \in \text{SO}(d) \), and non-zero on a set of strictly positive measure.

**Proof.** The function \( \overline{D}_n(B, M) \) is of the form

\[
\overline{D}_n(B, M) = \sum_{k^1, \ldots, k^{n-1} \in \mathbb{Z}^d} F(Mk^1, \ldots, Mk^{n-1})
\]

(3.46)

with

\[
F(x_1, \ldots, x_{n-1}) = \tau_n(x_1) \cdots \tau_n(x_{d-1}) \chi_{B}(x_d).
\]

In order to remove the restrictions (3.14) in the summations, we define sums

\[
\mathcal{T}_v(B, M) = \sum_{k^1, \ldots, k^{v-1} \in \mathbb{Z}^d} F_v(Mk^1, \ldots, Mk^{v-1})
\]

(3.47)

(without conditions in the summation) so that we can write

\[
\overline{D}_n(B, M) = \sum_{v=1}^{n} \mathcal{T}_v(B, M)
\]

(3.48)
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with $F_n = F$ and suitable choices of $F_v$ for $v < n$. The $F_v$ can be chosen in such a way that they are piecewise continuous and of compact support. We will first calculate upper bounds for $\overline{C}_v(\mathcal{B}, M)$.

Since

$$Mk^j = k \begin{pmatrix} a_1(k_1^j + u_1k_2^j + \cdots + u_1d_k^j) \\ \vdots \\ a_dk_d^j \end{pmatrix}$$

with $u_{ij}$ in compact sets, we have for $a_1, \ldots, a_l \to 0, a_{l+1}, \ldots, a_d \to \infty$, the asymptotic behaviour (view the sum as a Riemann sum)

$$\sum_{k^1, \ldots, k^{v-1} \in \mathbb{Z}^d} F_v(Mk^1, \ldots, Mk^{v-1}) \sim \frac{\gamma_v(k)}{(a_1 \cdots a_l)^{v-1}},$$

with

$$\gamma_v(k) = \int F(k \begin{pmatrix} x_1^1 \\ \vdots \\ x_l^1 \\ 0 \\ \vdots \\ 0 \end{pmatrix}) \begin{pmatrix} x_1^{v-1} \\ \vdots \\ x_l^{v-1} \\ 0 \\ \vdots \\ 0 \end{pmatrix} dx.$$  (3.50)

We now find a constant $c_v, K$ such that for $K$ small

$$|C_v(\mathcal{B}, M)| \leq \frac{c_v, K}{(a_1 \cdots a_l)^{v-1}},$$

and in particular for $v = n$

$$\overline{D}_n(\mathcal{B}, M) \leq \overline{C}_n(\mathcal{B}, M) \leq \frac{c_n, K}{(a_1 \cdots a_{d-1})^{n-1}}.$$  (3.52)

This proves the upper bound. For a lower bound on $S_{k, d-1}$ notice that $a_1, \ldots, a_{d-1} \to 0$ implies $a_d \to \infty$. Thus (K small)

$$\overline{C}_n(\mathcal{B}, M) \asymp K \frac{\gamma_{d-1, n}(k)}{(a_1 \cdots a_{d-1})^{n-1}}.$$  

The lower bound given in the proposition follows from this relation and the estimate (3.51) for $v < n, l = d-1$. The function $\gamma_1(k)$ in the proposition is equal to $\gamma_{d-1, n}(k)$ in (3.50). \[Q.E.D.\]

Before we proceed to prove Theorem 3.11, let us consider the following lemma.

**Lemma 3.14.** Let $r_1 \geq r_2 \geq \cdots \geq r_{M-1} > r_M > -1$ be real numbers. Then

$$\lim_{Y \to \infty} Y^{r_{M+1}} \int \cdots \int_{0 < x_j < 1} (j = 1, \ldots, M) \prod_{j=1}^M x_j^{r_j} dx_j = \frac{1}{(r_M + 1) \prod_{j=1}^M (r_j - r_M)}.$$  

**Remark.** Replacing the conditions $0 < x_j < 1$ by the more general $0 < x_j < o_j$, for arbitrary constants $o_j > 0$, obviously changes the limit only by a positive constant.
Proof (by induction on \(M\)). We may assume without loss of generality that we have strict inequalities \(r_1 > r_2 > \cdots > r_{M-1} > r_M > -1\). The general result then follows from continuity and uniform convergence.

The case \(M = 1\) is correct. Suppose now that the assertion of the lemma is true for all \(M < N\). Integrating over \(x_N\) we see that

\[
\int \cdots \int_{0 < x_j < 1 \ (j = 1, \ldots, N-1)} \prod_{j=1}^{N} x_j^{r_j} \ dx_j = \frac{1}{r_N + 1} \int \cdots \int_{0 < x_j < 1 \ (j = 1, \ldots, N-1)} \min \left\{ 1, \frac{1}{y \prod_{j=1}^{N-1} x_j} \right\} \prod_{j=1}^{N-1} x_j^{r_j} \ dx_j. 
\]

(3.53)

The latter integral splits into two terms,

\[
\int \cdots \int_{0 < x_j < 1 \ (j = 1, \ldots, N-1)} \prod_{j=1}^{N-1} x_j^{r_j} \ dx_j + Y^{-(r_N+1)} \int \cdots \int_{0 < x_j < 1 \ (j = 1, \ldots, N-1) \ \text{that } 1 < (\prod_{j=1}^{N-1} x_j)^{-1} < 1} \prod_{j=1}^{N-1} x_j^{r_j-(r_N+1)} \ dx_j. 
\]

(3.54)

By the induction hypothesis, the first contribution is of order \(Y^{-(r_{N-1}+1)}\), which is non-leading since \(r_N < r_{N-1}\). The second term can be written as

\[
Y^{-(r_N+1)} \int \cdots \int_{0 < x_j < 1 \ (j = 1, \ldots, N-1) \ \text{that } 1 < (\prod_{j=1}^{N-1} x_j)^{-1} < 1} \prod_{j=1}^{N-1} x_j^{r_j-(r_N+1)} \ dx_j, 
\]

(3.55)

where again by the induction hypothesis the second contribution is of order

\[
Y^{-(r_N+1)} Y^{-(r_{N-1}+r_N+1)} = Y^{-(r_{N-1}+1)}
\]

(use the new sequence \(\tilde{r}_j = r_j - r_N - 1, \ j = 1, \ldots, N-1\); notice, in particular, \(\tilde{r}_{N-1} > -1\)). The first integral evaluates to

\[
Y^{-(r_N+1)} \prod_{j=1}^{N-1} \frac{1}{(r_j - r_N)}.
\]

Proof of Theorem 3.11. We begin with the upper bound. Proposition 3.13 yields the bound

\[
\hat{\Psi}_{n,d}(X) \leq \sum_{\ell} \mu \left\{ M \in \mathcal{S}_{K,\ell} : \frac{c}{(a_1 \cdots a_l)^{n-1}} > X \right\}
\]

for some constant \(c > 0\) depending on \(K\). An upper bound of the right-hand side is thus

\[
\sum_{\ell} \mu \left\{ M \in \mathcal{S} : \frac{c}{(a_1 \cdots a_l)^{n-1}} > X \right\}.
\]
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and we are left with the integral

\[ I(X) = \mu \left\{ M \in \mathcal{S} : \frac{c}{(a_1 \cdots a_l)^{n-1}} > X \right\}. \quad (3.56) \]

Now, (3.56) equals

\[ I(X) = \int_{0 < a_j < (2/\sqrt{3})a_{j+1}} (j=1, \ldots, d-1) \rho(a) \, dk \, d\mathbf{a}(a). \quad (3.57) \]

Let us introduce new coordinates \( b_j = a_j / a_{j+1} \) in terms of which the old ones read

\[ a_j = \left( \prod_{v=1}^{d-1} b_v \right)^{-1/d}, \quad a_d = \left( \prod_{v=1}^{d-1} b_v \right)^{-1/d}. \quad (3.58) \]

In particular we have

\[ a_1 \cdots a_l = \left( \prod_{j=1}^{l} b_j^{(d-l)} \right)^{1/d} \left( \prod_{j=l+1}^{d-1} b_j^{(d-j)} \right)^{1/d}. \quad (3.59) \]

The Haar measure on \( A \) reads in these coordinates \( d\mathbf{a}(a) = db_j / b_j \) and so

\[ \rho(a) \, d\mathbf{a}(a) = \prod_{j=1}^{d-1} b_j^{(d-j)} \frac{db_j}{b_j}. \quad (3.60) \]

Thus (3.57) now becomes

\[ I(X) = \int \prod_{j=1}^{d-1} b_j^{j(d-j)} \frac{db_j}{b_j} \, dk \quad (3.61) \]

with range of integration

\[ 0 < b_j < \frac{2}{\sqrt{3}}, \quad \left( \prod_{j=1}^{l} b_j^{j(d-l)} \right)^{(n-1)/d} \left( \prod_{j=l+1}^{d-1} b_j^{j(d-j)} \right)^{(n-1)/d} < \frac{c}{X}, \quad k \in \text{SO}(d). \]

A further change of variables

\[ x_j = \begin{cases} b_j^{j(d-l)} & j = 1, \ldots, l \\ b_j^{j(d-j)} & j = l+1, \ldots, d-1, \end{cases} \]

leads to

\[ I(X) = \int_{0 < x_j < \alpha_j} \prod_{j=1}^{l} x_j^{(d-j)/(d-l)} \prod_{j=l+1}^{d-1} x_j^{j(d-j)/(d-l)} \frac{dx_j}{x_j} \, dk, \quad (3.62) \]

with obvious constants \( \alpha_j > 0 \). The application of Lemma 3.14 with \( r_M = 0 \) (all other powers are higher, \( (d-j)/(d-l) > 1 \) when \( j = 1, \ldots, l-1 \), and \( j/l > 1 \) when \( j = l+1, \ldots, d-1 \)) and \( Y = (X/c)^{d/(n-1)} \) completes the proof of the upper bound.
A lower bound is, by virtue of Proposition 3.13,
\[ J(X) = \mu \left\{ M \in \mathcal{S}_{K,d-1} : \frac{c' \gamma(k)}{(a_1 \cdots a_{d-1})^{n-1}} > X \right\} \leq \tilde{\Psi}_{n,d}(X) \]
for some constant \( c' > 0 \) depending on \( K \). That is,
\[ J(X) = \int_{0 < a_j \leq (2/\sqrt{3})^{1/(d-1)} \atop (a_1 \cdots a_{d-1})^{n-1} < (c' \gamma(k))/X} \rho(a) \, d\kappa(a). \]  
(3.63)

Changing variables as before yields integral (3.61) with range of integration
\[ 0 < b_j < \frac{2}{\sqrt{3}}, \quad \left( \prod_{j=1}^{d-1} b_j^{1/j} \right)^{(n-1)/d} < \frac{c' \gamma(k)}{X}, \quad \left( \prod_{j=1}^{d-1} b_j^{1/j} \right)^{-1/d} b_{d-1} < K, \quad k \in \text{SO}(d). \]

Put \( x_j = b_j^{1/j} \). This gives
\[ J(X) = \int \prod_{j=1}^{d-1} x_j^{d-j} \frac{dx_j}{x_j} \, dk \]  
(3.64)

with range of integration
\[ 0 < x_j < \left( \frac{2}{\sqrt{3}} \right)^{(n-1)/d} \quad (j = 1, \ldots, d-1), \quad \left( \prod_{v=1}^{d-1} x_v \right)^{(n-1)/d} < \frac{c' \gamma(k)}{X}, \]
\[ x_j^{1/(d-1)} < K \left( \prod_{v=1}^{d-1} x_v \right)^{1/d}, \quad k \in \text{SO}(d). \]

Since \( \gamma(k) \) non-zero on a set of strictly positive measure, we find a set in \( \text{SO}(d) \) of strictly positive measure for which \( \gamma(k) \geq \epsilon \), for some small constant \( \epsilon > 0 \). We also assume \( K \) is so small that \( K^{d} \leq 2/\sqrt{3} \). Notice also that \( 1 < (2/\sqrt{3})^{d} \). Altogether we have therefore
\[ J(X) \gg \int \prod_{j=1}^{d-1} x_j^{d-j} \frac{dx_j}{x_j}, \]  
(3.65)

with range of integration
\[ 0 < x_j < 1 \quad (j = 1, \ldots, d-1), \quad 0 < x_{d-1} < K^{d(d-1)}, \]
\[ \left( \prod_{v=1}^{d-1} x_v \right)^{(n-1)/d} < \frac{c' \epsilon}{X}, \quad x_{d-1}^{1/(d-1)} < K \left( \prod_{v=1}^{d-1} x_v \right)^{1/d}. \]

With the abbreviation \( Y = (X/c' \epsilon)^{d/(n-1)} \) these conditions can also be written as
\[ 0 < x_j < 1 \quad (j = 1, \ldots, d-2), \quad 0 < x_{d-1} < K^{d(d-1)}, \]
\[ x_{d-1} < \frac{1}{Y x_1 \cdots x_{d-2}}, \quad x_{d-1} < K^{d(d-1)} (x_1 \cdots x_{d-2})^{d-1}, \]
which, since \((x_1 \cdots x_{d-2})^{d-1} < 1\) for \(0 < x_j < 1\), are equivalent to
\[
0 < x_j < 1 \quad (j = 1, \ldots, d - 2),
\]
\[
0 < x_{d-1} < \frac{1}{Y x_1 \cdots x_{d-2}} , \quad x_{d-1} < K^{d(d-1)}(x_1 \cdots x_{d-2})^{d-1},
\]
and thus
\[
\int \prod_{j=1}^{d-1} x_j^{d-j} \frac{dx_j}{x_j} = \int_{0 < x_j < 1} \min_{(j=1, \ldots, d-2)} \left\{ K^{d(d-1)}(x_1 \cdots x_{d-2})^{d-1} \frac{1}{Y x_1 \cdots x_{d-2}} \right\} \times \prod_{j=1}^{d-2} x_j^{d-j} dx_j
\]
\[
= \int_{0 < x_j < 1} \min_{(j=1, \ldots, d-2)} \left\{ K^{d(d-1)} \frac{1}{Y x_1 \cdots x_{d-2}} \right\} \prod_{j=1}^{d-2} x_j^{d-j-1} dx_j
\]
\[
= \int_{0 < x_j < 1} \min_{(j=1, \ldots, d-2)} \prod_{j=1}^{d-2} x_j^{d-j-1} dx_j
\]
\[
A simple change of variables \(\xi_j = x_j^{d-1} (j = 1, \ldots, d - 2)\) permits the application of Lemma 3.14 with \(r_M = 0\); this gives the correct asymptotics \(\sim 1/Y\).

3.7. Averages over \(\text{SL}(d, \mathbb{R})/\text{SL}(d, \mathbb{Z})\). Using classical reduction theory [37], we will now indicate how to calculate averages over \(\text{SL}(d, \mathbb{R})/\text{SL}(d, \mathbb{Z})\) of sums of the type
\[
G(M) = \sum_{m_1, \ldots, m_r} F(M m_1, \ldots, M m_r)
\]
for \(r < d\) and \(F\) compactly supported. The moments of the \(n\)-point correlation densities will turn out to be special cases of the above (see the next section). Explicit formulae will be given only in the cases \(r = 1, 2\). The general case is as elementary, but more cumbersome to write down.

For a matrix \(M = (x_{ij})_{i,j=1,\ldots,d}\) the Haar measure \(d\mu\) on \(\text{SL}(d, \mathbb{R})\) can be written as
\[
d\mu = \delta(1 - \det M) \prod_{i,j=1}^{d} dx_{ij}.
\]
With this choice, the volume of \(\Sigma^d = \text{SL}(d, \mathbb{R})/\text{SL}(d, \mathbb{Z})\) is given by [37]
\[
\mu(\Sigma^d) = \prod_{n=2}^{d} \zeta(n), \quad \text{with} \quad \zeta(n) = \sum_{v=1}^{\infty} \frac{1}{v^n}.
\]
Note that the Haar measure \(d\mu\) defined in (3.67) differs from that used in §3.5 by a positive constant, which is worked out in [7]. Throughout this section, we shall mean by \(d\mu\) always the Haar measure normalized such that (3.68) holds. Furthermore, formally we set \(\mu(\Sigma^1) = 1\).
Now consider the decomposition

\[
\begin{pmatrix}
  x_{11} & \cdots & x_{1d} \\
  \vdots & \ddots & \vdots \\
  x_{d1} & \cdots & x_{dd}
\end{pmatrix}
= \begin{pmatrix}
  x_{11} & \cdots & x_{1r} & 0 & \cdots & 0 \\
  \vdots & \ddots & \vdots & \ddots & \ddots & \vdots \\
  x_{r1} & \cdots & x_{rr} & \det^{-1}(x_{ij})_{i,j \leq r} & \cdots & 0 \\
  \vdots & \ddots & \vdots & \ddots & \ddots & \vdots \\
  x_{d1} & \cdots & x_{dr} & 0 & \cdots & 1
\end{pmatrix}
\times \begin{pmatrix}
  1 & a_{11} & \cdots & a_{1,d-r} \\
  \vdots & \ddots & \ddots & \vdots \\
  \vdots & \ddots & \ddots & \ddots \\
  1 & a_{r1} & \cdots & a_{r,d-r} \\
  \bar{x}_{11} & \cdots & \bar{x}_{1,d-r} \\
  \vdots & \ddots & \ddots & \ddots \\
  \bar{x}_{d-r,1} & \cdots & \bar{x}_{d-r,d-r}
\end{pmatrix}
\]

where \( \bar{M} = (\bar{x}_{ij})_{i,j=1,\ldots,d-r} \) is in \( \text{SL}(d-r, \mathbb{R}) \). This defines a set of new coordinates for \( \text{SL}(d, \mathbb{R}) \), and, after a straightforward calculation, the Haar measure defined in (3.67) reads in these coordinates

\[
d\mu = \left( \prod_{i \leq d} dx_{ij} \right) \left( \prod_{i \leq r \leq d-r} da_{ij} \right) \left( \delta(1 - \det \bar{M}) \prod_{i,j=1}^{d-r} d\bar{x}_{ij} \right).
\]

Let us start with the case \( r = 1 \).

**Theorem 3.15.** Let \( F \) be piecewise continuous and of compact support. Then

\[
\frac{1}{\mu(\Sigma^n)} \int_{\Sigma^n} F(Mm) \, d\mu = F(0) + \int_{\mathbb{R}^d} F(x) \, dx.
\]

Proof. Write \( m = tc \) where \( t = \gcd(m_1, \ldots, m_d) > 0 \). Then there is an element \( g \in \Gamma = \text{SL}(d, \mathbb{Z}) \) such that we have [37]

\[
c = g \begin{pmatrix}
  1 \\
  0 \\
  \vdots \\
  0
\end{pmatrix}.
\]

The stabilizer \( \Gamma_5 \) of the unit vector on the right-hand side, i.e. the set of all \( g \in \Gamma \) with

\[
g \begin{pmatrix}
  1 \\
  0 \\
  \vdots \\
  0
\end{pmatrix} = \begin{pmatrix}
  1 \\
  0 \\
  \vdots \\
  0
\end{pmatrix},
\]
is given by
\[ \Gamma_S = \left\{ \begin{pmatrix} 1 & k_1 & \cdots & k_{d-1} \\ 0 & \ddots & & 0 \\ \vdots & & \ddots & \vdots \\ 0 & & & 0 \end{pmatrix} : k_i \in \mathbb{Z}, \, g \in \text{SL}(d-1, \mathbb{Z}) \right\} \]. \hspace{1cm} (3.72)

Hence there is a one-to-one correspondence between the primitive vectors \( e \) and the coset \( \Gamma / \Gamma_S \), and the integral under consideration can be rewritten as

\[ \frac{1}{\mu(\Sigma^d)} \int_{\Sigma^d} \sum_{m \in \mathbb{Z}^d} F(Mm) \, d\mu = F(0) + \frac{1}{\mu(\Sigma^d)} \sum_{t=1}^{\infty} \sum_{g \in \Gamma} F \left( \begin{pmatrix} t \\ 0 \\ \vdots \\ 0 \end{pmatrix} \right) \, d\mu \\
= F(0) + \frac{1}{\mu(\Sigma^d)} \sum_{t=1}^{\infty} \int_{\text{SL}(d, \mathbb{R})/\Gamma} F \left( \begin{pmatrix} t \\ 0 \\ \vdots \\ 0 \end{pmatrix} \right) \, d\mu. \hspace{1cm} (3.73) \]

In terms of the coordinates (3.69) for \( r = 1 \) a fundamental region for \( \text{SL}(d, \mathbb{R})/\Gamma_S \) is

\( \{ x_{11} \in \mathbb{R}, \, a_{ij} \in [0, 1], \, \tilde{M} \in \mathcal{F}_{\text{SL}(d-1, \mathbb{R})/\text{SL}(d-1, \mathbb{Z})} \} \),

where \( \mathcal{F}_{\text{SL}(d-1, \mathbb{R})/\text{SL}(d-1, \mathbb{Z})} \) is some fundamental region for \( \text{SL}(d-1, \mathbb{R})/\text{SL}(d-1, \mathbb{Z}) \).

Remark on the proof. The above argument leading to (3.74) can in fact be used to quickly calculate the volume formula (3.68), which was only used in the very last step to deduce (3.75). Relation (3.74) states that

\[ \frac{1}{\mu(\Sigma^d)} \int_{\Sigma^d} \sum_{m \in \mathbb{Z}^d} F(Mm) \, d\mu = F(0) + \int_{\mathbb{R}^d} F(x) \, dx. \hspace{1cm} (3.75) \]

with the (unknown, we pretend) constant

\[ C = \frac{\mu(\Sigma^d)}{\mu(\Sigma^d)} \zeta(d) < \infty, \]
which is independent of $F$. On the other hand, we also have
\[
\frac{1}{\mu(\Sigma^d)} \int_{\Sigma^d} \sum_{m \in \mathbb{Z}^d, m \neq 0} e^d F(e \mathbf{m}) \, d\mu = C \int_{\mathbb{R}^d} F(x) \, dx \tag{3.77}
\]
for every $\epsilon > 0$. Since $C$ is independent of $F$ (and thus also of $\epsilon$), and since
\[
\lim_{\epsilon \to 0} \frac{1}{\mu(\Sigma^d)} \int_{\Sigma^d} \sum_{m \in \mathbb{Z}^d, m \neq 0} e^d F(e \mathbf{m}) = \lim_{\epsilon \to 0} \int_{\mathbb{R}^d} F(x) \, dx, \tag{3.78}
\]
there is no other choice than $C = 1$, and so $\mu(\Sigma^d) = \zeta(d)\mu(\Sigma^{d-1}) = \zeta(d) \cdots \zeta(2)$.

The last observation will simplify calculations for higher $r > 1$, for example for $r = 2$.

**Theorem 3.16.** Assume $d > 2$, and let $F$ be piecewise continuous and of compact support. Then
\[
\frac{1}{\mu(\Sigma^d)} \int_{\Sigma^d} \sum_{m \in \mathbb{Z}^d} F(\mathbf{M} \mathbf{m}^1, \mathbf{M} \mathbf{m}^2) \, d\mu
\]
\[
= F(0, 0) + \int_{\mathbb{R}^d} \{F(x, 0) + F(0, x)\} \, dx
\]
\[
+ \sum_{t^1, t^2 = 1}^{\infty} \int_{\mathbb{R}^d} \{F(t^1 \mathbf{x}, t^2 \mathbf{x}) + F(t^1 \mathbf{x}, -t^2 \mathbf{x})\} \, dx + \int_{\mathbb{R}^d} \int_{\mathbb{R}^d} F(x^1, x^2) \, dx^1 \, dx^2.
\]

In the case of $2 < r < d$ one has a similar sum over integrals of $F$ over hyperplanes of dimension $0, d, 2d, \ldots, rd$.

**Proof.** Put $\mathbf{m}^j = t^j e^j$ where $t^j = \text{gcd}(m_1^j, \ldots, m_d^j) > 0$ for $j = 1, 2$. As above, we have for some $g \in \Gamma = \text{SL}(d, \mathbb{Z})$ the relation
\[
(e^1, e^2) = g \begin{pmatrix} 1 & p \\ 0 & q \\ \vdots & \vdots \\ 0 & 0 \end{pmatrix}, \tag{3.79}
\]
where either $(p, q) = (0, 0), (p, q) = (\pm 1, 0), (p, q) = (0, 1)$ or $(p, q)$ with $p \neq 0, q > 1, \text{gcd}(p, q) = \pm 1$. The first case corresponds to the contributions
\[
\frac{1}{\mu(\Sigma^d)} \int_{\Sigma^d} \sum_{m \in \mathbb{Z}^d} \{F(0, \mathbf{M} m) + F(\mathbf{M} m, 0)\} \, d\mu,
\]
and the second to
\[
\frac{1}{\mu(\Sigma^d)} \int_{\Sigma^d} \sum_{t^1, t^2 = 1}^{\infty} \sum_{\text{gcd}(t^1, t^2) = 1} \{F(t^1 \mathbf{M} m, t^2 \mathbf{M} m) + F(t^1 \mathbf{M} m, -t^2 \mathbf{M} m)\} \, d\mu.
\]
These cases can therefore be dealt with by an identical argument to the previous proof; this explains all terms up to the last term. Assume, therefore, in the following $(p, q) = (0, 1)$
or \( p \neq 0, q > 1 \) with \( \gcd(p, q) = \pm 1 \). The stabilizer \( \Gamma_S \) of the matrix on the right-hand side of (3.79) \( (p, q \text{ fixed}) \) reads now

\[
\Gamma_S = \left\{ \begin{pmatrix} 1 & 0 & \cdots & k_{1,d-2} \\ 0 & 1 & \cdots & k_{2,d-2} \\ \vdots & \vdots & \ddots & g \\ 0 & 0 & \cdots & 0 \end{pmatrix} \right\} : k_{ij} \in \mathbb{Z}, g \in \text{SL}(d-2, \mathbb{Z}) \quad (3.80)
\]

and, by the same reasoning as in the previous proof, the integral

\[
\frac{1}{\mu(\Sigma^d)} \int_{\Sigma^d} \sum_{\ell_1, \ell_2, \ell_c, c} F(t^1 M e_1, t^2 M e_2) \, d\mu,
\]

where the second sum runs over \( e_1, e_2 \) corresponding to \( (p, q) \) of the above type, equals

\[
= \frac{\mu(\Sigma^{d-2})}{\mu(\Sigma^d)} \sum_{\ell_1, \ell_2, \ell_c, c} \int_{\mathbb{R}_d} \int_{\mathbb{R}_d} F(t^1 x^1, t^2 x^2) \, dx^1 \, dx^2
\]

\[
= C \int_{\mathbb{R}_d} \int_{\mathbb{R}_d} F(x^1, x^2) \, dx^1 \, dx^2, \quad (3.81)
\]

for some constant \( C < \infty \). Hence we have

\[
\frac{1}{\mu(\Sigma^d)} \int_{\Sigma^d} \left\{ \sum_{m_1, m_2 \in \mathbb{Z}_d} F(M m_1, M m_2) - F(0, 0) - \sum_{m \in \mathbb{Z}_d} (F(0, m m) + F(M m, 0)) \right\} \, d\mu
\]

\[
- \sum_{\ell_1, \ell_2, \ell_c, c} \sum_{\gcd(\ell_1, \ell_2) = 1} \left\{ F(t^1 M m, t^2 M m) + F(t^1 M m, -t^2 M m) \right\} \, d\mu
\]

\[
= C \int_{\mathbb{R}_d} \int_{\mathbb{R}_d} F(x^1, x^2) \, dx^1 \, dx^2. \quad (3.82)
\]

We may replace on the left-hand side \( F(x^1, x^2) \) by \( \epsilon^{2d} F(\epsilon x^1, \epsilon x^2) \) without changing the right-hand side. Now observe that in the following, only the first term is of leading order in \( \epsilon \) and, in fact, converges to a Riemann integral:

\[
\lim_{\epsilon \to 0} \epsilon^{2d} \left\{ \sum_{m_1, m_2 \in \mathbb{Z}_d} F(\epsilon M m_1, \epsilon M m_2) - F(0, 0) - \sum_{m \in \mathbb{Z}_d} (F(0, \epsilon m m) + F(\epsilon m m, 0)) \right\} \, d\mu
\]

\[
- \sum_{\ell_1, \ell_2, \ell_c, c} \sum_{\gcd(\ell_1, \ell_2) = 1} \left\{ F(\epsilon t^1 M m, \epsilon t^2 M m) + F(\epsilon t^1 M m, -\epsilon t^2 M m) \right\} \, d\mu
\]

\[
= \lim_{\epsilon \to 0} \epsilon^{2d} \sum_{m_1, m_2 \in \mathbb{Z}_d} F(\epsilon M m_1, \epsilon M m_2) = \int_{\mathbb{R}_d} \int_{\mathbb{R}_d} F(x^1, x^2) \, dx^1 \, dx^2; \quad (3.83)
\]

thus \( C = 1 \). \( \square \)
3.8. Moments. We first need to calculate the average of the function $\tau_n$ defined in (3.12).

Lemma 3.17.

$$\int_{\mathbb{R}^{n-1}} \tau_n(\mathcal{X}) \, d\mathcal{X} = 1.$$  

Proof. Consider the identity

$$1 = \frac{1}{N^n} \sum_{m_1, \ldots, m_n = 1}^N 1.$$  

We now use the argument of §3.2 by rewriting the sum over $m_j$ as a sum over $k_1 = m_1 - m_2, \ldots, k_{n-1} = m_{n-1} - m_n$ with multiplicities

$$N - \max_{1 \leq a \leq b \leq n-1} \left| \sum_{i=a}^b k_i \right|,$$

yielding

$$\frac{1}{N^n} \sum_{m_1, \ldots, m_n = 1}^N 1 = \frac{1}{N^{n-1}} \sum_{k \in \mathcal{S}^{n-1}} \tau_n \left( \frac{K}{N} \right).$$  

which in the limit $N \to \infty$ converges to the Riemann integral over $\tau_n$. □

The first two moments of the limit distribution for the two-point correlations have the following explicit expression.

Theorem 3.18. Assume for simplicity $\mathcal{B}$ is an interval symmetric about the origin. Then the expectation value is given by

$$\int_0^\infty X \, d\Psi_{2,d}(X) = |\mathcal{B}|,$$

and the second moment reads for $d > 2$

$$\int_0^\infty X^2 \, d\Psi_{2,d}(X) = |\mathcal{B}|^2 + 2 \left\{ \left( \frac{2}{3} \right)^{d-1} + 2 \sum_{p,q=1 \atop p < q}^\infty \frac{1}{qd} \left( 1 - \frac{1}{3} \frac{p}{q} \right)^{d-1} \right\} |\mathcal{B}|.$$  

Proof. Notice that we have for the expectation value

$$\int_0^\infty X \, d\Psi_{2,d}(X) = \frac{1}{\mu(\Sigma^d)} \int_{\Sigma^d} \overline{D}_2(\mathcal{B}, M) \, d\mu$$  

which may be written as

$$\frac{1}{\mu(\Sigma^d)} \int_{\Sigma^d} \left[ \sum M - F(\mathbf{Mm}) - F(\mathbf{0}) \right] \, d\mu$$  

(3.87)
with
\[ F(x) = \tau_2(x_1) \cdots \tau_2(x_{d-1}) \chi_B(x_d). \] (3.88)

The expectation value can now be readily calculated from Theorem 3.15. The second moment follows similarly from Theorem 3.16 applied to
\[ \int_0^\infty X^2 d\Psi_{2,d}(X) = \frac{1}{\mu(\Sigma^d)} \int_{\Sigma^d} \frac{1}{\Sigma^d} \int_{\Sigma^d} \frac{1}{\Sigma^d} \left[ \sum_m F(Mm) - F(0)^2 \right] d\mu \] (3.89)

with
\[ F(x^1, x^2) = \tau_2(x_1^1) \tau_2(x_2^2) \cdots \tau_2(x_{d-1}^1) \tau_2(x_{d-1}^2) \chi_B(x_d^1) \chi_B(x_d^2). \] (3.90)

The expectation value of the three-point correlations is as follows.

**Theorem 3.19.** Let \( d > 2 \). Then
\[ \int_0^\infty X d\Psi_{3,d}(X) = |B| + \sum_{\substack{p,q=1 \
\gcd(p,q)=1}}^{\infty} \frac{1}{(p+q)^{d-1}} \int_{\mathbb{R}} \chi_B(px, qx) dx \]
+ 2 \sum_{\substack{p,q=1 \
\gcd(p,q)=1}}^{\infty} \frac{1}{q^{d-1}} \int_{\mathbb{R}} \chi_B(px, -qx) dx.

**Proof.** We have
\[ \int_0^\infty X d\Psi_{3,d}(X) = \frac{1}{\mu(\Sigma^d)} \int_{\Sigma^d} \frac{1}{\Sigma^d} \int_{\Sigma^d} \frac{1}{\Sigma^d} \left[ \sum_{m,m'} F(Mm^1, Mm^2) \right. \]
\[ - \sum_m \left[ F(Mm, 0) + F(0, Mm) + F(Mm, -Mm) \right] \left. - F(0, 0) \right] d\mu \] (3.91)

which we write as
\[ \frac{1}{\mu(\Sigma^d)} \int_{\Sigma^d} \left[ \sum_{m,m'} F(Mm^1, Mm^2) \right. \]
\[ - \sum_m \left[ F(Mm, 0) + F(0, Mm) + F(Mm, -Mm) \right] \left. - F(0, 0) \right] d\mu \] (3.92)

with
\[ F(x^1, x^2) = \tau_3(x_1^1, x_2^2) \cdots \tau_3(x_{d-1}^1, x_{d-1}^2) \chi_B(x_d^1, x_d^2). \] (3.93)

Apply again Theorem 3.16 and Lemma 3.17.

We conclude the discussion of moments with a remark on the general case.
THEOREM 3.20. We have
\[
\int_0^\infty X^k d\Psi_{n,d}(X) \begin{cases} < \infty, & \text{if } d > (n-1)k \\ = \infty, & \text{if } d \leq (n-1)k \end{cases}
\]
and, for \( n, k \) fixed,
\[
\lim_{d \to \infty} \int_0^\infty X^k d\Psi_{n,d}(X) = |B|^k,
\]
which coincides with the \( k \)th moment of the Dirac distribution
\[
d\Psi(X) = \delta(X - |B|) dX.
\]

Proof. The first assertion follows from the tail estimate given in Theorem 3.11. The asymptotic behaviour for large \( d \) is evident in the cases \( n = 2, 3, k = 1, 2 \) discussed above. The general case is similar, the only term, which does not depend on \( d \), is \( |B|^k \). All other terms involve convergent series (for \( d \) large enough) whose limit vanishes as \( d \to \infty \).

Some further analysis shows that the limit value \( |B|^k \) is approached exponentially fast in \( d \) (\( k, n \) fixed); in the cases \( n = 2, 3, k = 1, 2 \) this is evident from the explicit formulae given above.

4. Values in small intervals
A statistic which is closely related to the \( n \)-point correlation density is the probability of finding \( K \) values of the linear form \( L_m \) in a random interval \([\xi, \xi + \sigma/N]\) of the unit circle, where \( \xi \) is a uniformly distributed random variable on \([0, 1]\), and \( \sigma \) is a fixed constant measuring the size of the interval in units of the mean spacing. To be more precise, we are interested in the random variable
\[
\mathcal{N}_\sigma^w (\xi, N) = \sum_{m_1=1}^{N_1} \cdots \sum_{m_{d-1}=1}^{N_{d-1}} \sum_{v \in \mathbb{Z}} \chi_\sigma (N(L_m - \xi + v)), \quad (4.1)
\]
\( \chi_\sigma \) being the characteristic function of the interval \((0, \sigma]\), and in its probability distribution
\[
\mathcal{P}_\sigma^w (N) = \text{Prob}[\mathcal{N}_\sigma^w (\cdot, N) = K]. \quad (4.2)
\]
The expectation value is clearly
\[
\mathbb{E} \mathcal{N}_\sigma^w (\cdot, N) = \int_0^1 \mathcal{N}_\sigma^w (\xi, N) d\xi = \sigma, \quad (4.3)
\]
and a short calculation shows that the \( n \)th moment can be written as
\[
\mathbb{E} \mathcal{N}_\sigma^w (\cdot, N)^n = \int_0^1 \mathcal{N}_\sigma^w (\xi, N)^n d\xi
\]
\[
= \frac{1}{N} \sum_{m_1=1}^{N_1} \cdots \sum_{m_{d-1}=1}^{N_{d-1}} \sum_{v^1, \ldots, v^{n-1} \in \mathbb{Z}} \chi_\sigma (N(L_{m_1}^1 - L_{m_1} v^1 + \xi)) \chi_\sigma (N(L_{m_2}^2 - L_{m_2} v^2 + \xi))^2 \ldots \chi_\sigma (N(L_{m_n}^n - L_{m_n} v^n + \xi)^n) d\xi, \quad (4.4)
\]
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and is therefore related to the $n$-point correlations via

$$\mathbb{E} \Lambda_n^\sigma (\cdot, N)^n = \int_{\mathbb{R}^{n-1}} C_n^\sigma (S, N) \rho_\sigma (S) d^{n-1}S$$

(4.5)

with

$$C_n^\sigma (S, N) = \sum_{k_1, \ldots, k_{n-1} \in \mathbb{Z}^d} \tau_n \left( \frac{\kappa_1}{N_1} \right) \cdots \tau_n \left( \frac{\kappa_{d-1}}{N_{d-1}} \right)$$

$$\times \delta (s^1 - N \alpha k^1) \cdots \delta (s^{n-1} - N \alpha k^{n-1}),$$

(4.6)

and

$$\rho_\sigma (S) = \int_0^\sigma \chi_\sigma (s^1 + \cdots + s^{n-1} + \xi)$$

$$\times \chi_\sigma (s^2 + \cdots + s^{n-1} + \xi) \cdots \chi_\sigma (s^{n-2} + s^{n-1} + \xi) \chi_\sigma (s^{n-1} - \xi) d\xi,$$

which clearly has compact support. Its $L^1$-norm reads

$$\int_{\mathbb{R}^{n-1}} \rho_\sigma (S) dS = \sigma^n.$$  

(4.7)

The combinatorial argument which relates the $n$-point densities $C_n^\sigma (S, N)$ and $R_n^\sigma (S, N)$ can be found, for example, in [25, 30].

The invariance properties of $C_n^\sigma (S, N)$ itself can be expressed in terms of the group $G$ defined as the semi-direct product $G = SL(d, \mathbb{R}) \ltimes \mathbb{R}^d$ with multiplication law

$$f \cdot (M_1; x_1) g = (M; x)$$

$$\quad = \left( \frac{M}{x_1} \right) \left( \begin{array}{ll} 1 & \cdots & 1 \\ \vdots & \ddots & \vdots \\ 0 & \cdots & 0 \end{array} \right) \left( \begin{array}{l} 0 \\ \vdots \\ N \xi \end{array} \right),$$

(4.8)

A natural action of this group on $\mathbb{R}^d$ is given by $(M, x) y = x + My$. We now define the function

$$\mathcal{V}_\sigma ([M, x]) = \sum_{m \in \mathbb{Z}^d} \chi_1 (\bar{m}_1) \cdots \chi_1 (\bar{m}_{d-1}) \chi_\sigma (\bar{m}_d),$$

(4.9)

where $\bar{m} = ([M, x]; m)$. By a similar argument as in the last section, this function can be shown to be right invariant under the discrete subgroup $\Lambda = SL(d, \mathbb{Z}) \ltimes \mathbb{Z}^d$ and may thus be viewed as a function on the manifold $\Omega = G / \Lambda$. We clearly have

$$\Lambda_n^\sigma (\xi, N) = \mathcal{V}_\sigma ([M, x])$$

(4.10)

for

$$\{M, x\} = \left( \begin{array}{cccc} N_1^{-1} & \cdots & 1 \\ \vdots & \ddots & \vdots \\ \alpha_1 & \cdots & 1 \end{array} \right), \left( \begin{array}{l} 0 \\ \vdots \\ 0 \end{array} \right) \left( \begin{array}{l} 0 \\ \vdots \\ N \xi \end{array} \right).$$

As for the $n$-point correlations, the representation (4.10) implies that we cannot expect $\mathcal{P}_\sigma^\sigma (N)$ to converge, since it behaves similar to a function on $\Sigma^d$ along some (in general, infinite) trajectory.

The following observation will be useful later (Theorem 4.2).
Fix some non-negative integer $K$. The solutions $M$ of the equation

$$\mathcal{V}_\sigma([M, x]) = K$$

form a set with boundary of measure zero in $\Omega$.

Proof. As in the proof of Lemma 3.10, cover $\Omega$ with countably many compact sets and consider the above equation on each set separately. On each compact set the sum representing $\mathcal{V}_\sigma([M, x])$ is a finite superposition of piecewise constant functions which take values in the non-negative integers. The boundary of the set of solutions of (4.11) is therefore contained in the set of discontinuities, and thus of measure zero. $\square$

4.1. Limit distributions. Tail estimates. The following results are, again, a consequence of equidistribution (this time on $\text{SL}(d, \mathbb{R}) \ltimes \mathbb{R}^d$), as we shall see in the next section. In the following put, again, $N_j = d_j N^{1/(d-1)}$, for arbitrary constants $d_j > 0$ ($d_1 \cdots d_{d-1} = 1$).

We define $N_\sigma(\xi, N)$ at non-integer $N_j$ by simply replacing $N_j$ by its integral part in the definition (4.1).

**Theorem 4.2.** Suppose $\alpha_1, \ldots, \alpha_{d-1} \in \mathbb{T}$ are random variables with continuous joint probability density $h(\alpha_1, \ldots, \alpha_{d-1})$, and $\xi$ is a uniformly distributed random variable on $[0, 1)$. Then the limit

$$\lim_{N \to \infty} \text{Prob}\{N_\sigma(\cdot, N) = K\}$$

exists for all $\sigma \in \mathbb{R}_+$, $K = 0, 1, 2, \ldots$, and is given by

$$P_K(\sigma) = \frac{\mu_G([M, x]) \in \Omega : \mathcal{V}_\sigma([M, x]) = K}{\mu_G(\Omega)},$$

which is independent of $h$.

Note that $P_K(\sigma)$ is well defined, due to Lemma 4.1.

**Theorem 4.3.** For $K_0$ large enough, there exist constants $0 < C_1(\sigma) \leq C_2(\sigma) < \infty$ such that

$$C_1(\sigma) X^{-(d+1)} \leq \sum_{K=K}^{\infty} P_K(\sigma) \leq C_2(\sigma) X^{-(d+1)}$$

for all $X > X_0$, i.e. $P_K(\sigma)$ has a power-like tail.

The above theorems generalize a result of Mazel and Sinai [24] valid for $d = 2$, constant $h$, $\sigma \leq 1$, which was obtained by different methods. They are able to give an explicit formula for the limit distribution since in the range $\sigma \leq 1$ the sum

$$\sum_{m \in \mathbb{Z}^2} \chi_1(\tilde{m}_1) \chi_\sigma(\tilde{m}_2),$$

defining $\mathcal{V}_\sigma([M, x])$ has a particularly tractable form. In principle, it should also be possible to explicitly calculate the limit distribution in the above range for higher $d > 2$, but this requires a more detailed study of the geometry of the fundamental domain than we want to carry out here.

The probability of finding values close to zero has the following limiting behaviour.
THEOREM 4.4. Suppose $\alpha_1, \ldots, \alpha_{d-1} \in \mathbb{T}$ are random variables with continuous joint probability density $h(\alpha_1, \ldots, \alpha_{d-1})$. Then the limit

$$\lim_{N \to \infty} \Prob[\nu_\sigma(0, N) = K]$$

exists for all $\sigma \in \mathbb{R}_+$, $K = 0, 1, 2, \ldots$, and is given by

$$P_{K,0}(\sigma) = \frac{\mu([M \in \Sigma^d : [M, 0] = K])}{\mu(\Sigma^d)},$$

which is independent of $h$.

THEOREM 4.5. For $K_0$ large enough, there exist constants $0 < C_1(\sigma) \leq C_2(\sigma) < \infty$ such that

$$C_1(\sigma) X^{-d} \leq \sum_{K=K_0}^{\infty} P_{K,0}(\sigma) \leq C_2(\sigma) X^{-d}$$

for all $X > X_0$, i.e. $P_{K,0}(\sigma)$ has a power-like tail.

The proofs of the last two theorems are almost identical with those for the two-point correlations (and will therefore be omitted), since $\nu_\sigma([M, 0])$ can be identified with a function on $\Sigma^d$.

We conclude this section with the limit theorems of the trigonometric sums $W_N(\xi)$,

$$W_N(\xi) = \frac{1}{N} \sum_{v=1}^{N} \sum_{m_1=1}^{N_1} \cdots \sum_{m_{d-1}=1}^{N_{d-1}} \cos(2\pi v(L_m + \xi)), \quad (4.12)$$

compare (2.2); recall that $N = N_1 \cdots N_{d-1}$, hence $1/N$ normalizes exactly by the square-root of the number of summands involved.

THEOREM 4.6. Suppose $\alpha_1, \ldots, \alpha_{d-1} \in \mathbb{T}$ are random variables with continuous joint probability density $h(\alpha_1, \ldots, \alpha_{d-1})$, and $\xi$ is a uniformly distributed random variable on $[0, 1)$. Then there is a function $\Phi_d(a, b)$, decreasing in $a$, increasing in $b$ and continuous except for at most countably many $a, b \in \mathbb{R}$, such that

$$\lim_{N \to \infty} \Prob[a < W_N < b] = \Phi_d(a, b)$$

except possibly at the discontinuities of $\Phi_d(a, b)$.

THEOREM 4.7. For $X_0$ large enough, there exist constants $0 < C_1 \leq C_2 < \infty$ such that

$$C_1 X^{-(d+1)} \leq 1 - \Phi_d(-X, X) \leq C_2 X^{-(d+1)}$$

for all $X > X_0$.

THEOREM 4.8. Let $d > 2$. Suppose $\alpha_1, \ldots, \alpha_{d-1} \in \mathbb{T}$ are random variables with continuous joint probability density $h(\alpha_1, \ldots, \alpha_{d-1})$. Then there is a function $\Phi_{d,0}(a, b)$, decreasing in $a$, increasing in $b$ and continuous except for at most countably many $a, b \in \mathbb{R}$, such that

$$\lim_{N \to \infty} \Prob[a < W_N(0) < b] = \Phi_{d,0}(a, b)$$

except possibly at the discontinuities of $\Phi_{d,0}(a, b)$. 
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We are only able to prove the above theorem in the case \( d = 2 \), when \( W_N \) is replaced by the smoothed sum
\[
\tilde{W}_N(\xi) = \frac{1}{N} \sum_{v=1}^{N} \sum_{m_1=1}^{N_1} \cdots \sum_{m_{d-1}=1}^{N_{d-1}} f \left( \frac{v}{N} \right) \cos(2\pi v(\xi + L_m)),
\]
(4.13)
where the cut-off function \( f \) is of Schwartz class, for example smooth and compactly supported. The limit distribution will then depend on \( f \).

**Theorem 4.9.** For \( X_0 \) large enough, there exist constants \( 0 < C_1 \leq C_2 < \infty \) such that
\[
C_1 X^{-d} \leq 1 - \Phi_{d,0}(X, X) \leq C_2 X^{-d}
\]
for all \( X > X_0 \).

The proof of these limit theorems combines arguments from the proofs of Theorems 4.2 and 4.3 with arguments from [21] and will only be sketched in §4.3.

### 4.2. Flows on \( \text{SL}(d, \mathbb{R}) \ltimes \mathbb{R}^2/\text{SL}(d, \mathbb{Z}) \ltimes \mathbb{Z}^2 \)

In analogy with the flow \( \Phi' \) discussed in the previous section we shall now consider the flow
\[
\Theta' : \Omega \to \Omega,
\]
\[
[\mathcal{M}, x] \mapsto \left\{ \begin{pmatrix}
  e^{-t} & & \\
  & \ddots & \\
  & & e^{-t} \\
 & & e^{(d-1)t}
\end{pmatrix} \right\} \cdot [\mathcal{M}, x].
\]
In terms of the coordinates \( [\mathcal{M}, x] = ([s, l, b, A], x) \) (recall the parametrization (3.18)) the action of the flow reads
\[
\Theta'([s, l, b, A], x) = \left\{ \begin{pmatrix}
  x_1 e^{-t} \\
  \vdots \\
  x_{d-1} e^{-t} \\
  x_d e^{(d-1)t}
\end{pmatrix}
\right\}.
\]

Let us now understand the following generalization of Corollary 3.9.

**Theorem 4.10.** Let \( f \) be bounded and piecewise continuous on \( \Omega \), and \( h \) be continuous on the standard \((d - 1)\)-dimensional unit torus \( \mathbb{T}^{d-1} \). Then, for every \( s \in \mathbb{R}, A \in \text{SL}(d - 1, \mathbb{R}) \), we have
\[
\lim_{t \to -\infty} \int_{\mathbb{T}^{d-1}} f \left( \left\{ \begin{pmatrix}
  s + t, l, 0, A, \xi e^{(d-1)t} \end{pmatrix} \right\} \right) h(l) \, d^{d-1} l \, d\xi
\]
\[
= \frac{1}{\mu_G(\Omega)} \int_{\Omega} f \, d\mu_G \int_{\mathbb{T}^{d-1}} h(l) \, d^{d-1} l,
\]
where \( \mu_G \) denotes the Haar measure of \( G \).
Proof. As in the proof of Corollary 3.7 we may assume, without loss of generality, that \( s = 0, \mathbf{A} = 1 \) (same argument).

Since the function
\[
F(\mathbf{M}) = \int_{\mathbb{T}^d} f((\mathbf{M}, 0)[1, \mathbf{x}]) \, d^d\mathbf{x}
\]
satisfies the conditions of Corollary 3.9, we have
\[
\lim_{t \to \infty} \int_{\mathbb{T}^d} \int_{\mathbb{T}^{d-1}} f(\{[t, \mathbf{l}, 0, 1], 0\}[1, \mathbf{x}]) h(l) \, d^{d-1}l \, d^d\mathbf{x} = \frac{1}{\mu(\Sigma^d)} \int_{\Sigma^d} F \, d\mu \int_{\mathbb{T}^{d-1}} h(l) \, d^{d-1}l \int_{\Omega} f \, d\mu_G \int_{\mathbb{T}^{d-1}} h(l) \, d^{d-1}l.
\]
(Notice that we may think of \( \Omega \) as a product \( \Sigma^d \times \text{times the unit torus } \mathbb{T}^d \), hence we have, in particular, \( d\mu_G = d\mu \, d^d\mathbf{x} \).

Let us denote by \( d_G(\cdot, \cdot) \) the distance induced by the right-invariant metric on \( G \). Then we have (with the abbreviation \( \mathbf{l}\mathbf{x} = l_1 x_1 + \cdots + l_{d-1} x_{d-1} \))
\[
d_G \left( \{[t, \mathbf{l}, 0, 1], 0\}, \left\{ \begin{pmatrix} x_1 \\ \vdots \\ x_d \end{pmatrix}, \begin{pmatrix} 0 \\ \vdots \\ 0 \end{pmatrix} \right\} \right) = d_G \left( \{0, 0, 0, 1\}, \begin{pmatrix} x_1 e^{-t} \\ \vdots \\ x_{d-1} e^{-t} \\ 0 \end{pmatrix}, \begin{pmatrix} 0 \\ \vdots \\ 0 \end{pmatrix} \right) \ll e^{-t},
\]
uniformly for \( x_j \in [0, 1) \). Therefore, if \( f \) is continuous and has compact support, we obtain by uniform continuity
\[
\lim_{t \to \infty} \int_{\mathbb{T}^d} \int_{\mathbb{T}^{d-1}} f(\{[t, \mathbf{l}, 0, 1], 0\}[1, \mathbf{x}]) h(l) \, d^{d-1}l \, d^d\mathbf{x} = \lim_{t \to \infty} \int_{\mathbb{T}^d} \int_{\mathbb{T}^{d-1}} f(\left\{ [t, \mathbf{l}, 0, 1], \begin{pmatrix} 0 \\ \xi e^{(d-1)t} \end{pmatrix} \right\}) h(l) \, d^{d-1}l \, d^d\mathbf{x}.
\]
Substituting in the last integral \( x_d \) by \( \xi = x_d + \mathbf{l}\mathbf{x} \) yields
\[
\int_{\mathbb{T}^d} \int_{\mathbb{T}^{d-1}} f(\left\{ [t, \mathbf{l}, 0, 1], \begin{pmatrix} 0 \\ \xi e^{(d-1)t} \end{pmatrix} \right\}) h(l) \, d^{d-1}l \, d^d\mathbf{x} = \int_{0}^{1} \int_{\mathbb{T}^{d-1}} f(\left\{ [t, \mathbf{l}, 0, 1], \begin{pmatrix} 0 \\ \xi e^{(d-1)t} \end{pmatrix} \right\}) h(l) \, d^{d-1}l \, d\xi,
\]
which gives the theorem for compactly supported continuous functions. The result for bounded piecewise continuous \( f \) follows from approximation from above/below as before in the proof of Corollary 3.9. \qed
4.3. Proof of Theorems 4.2–4.9.

Proof of Theorem 4.2. Proceed similarly as for the Theorem 3.2, but use Lemma 4.1 instead of Lemma 3.10.

For the proof of Theorem 4.3 we need the following bounds on $\mathcal{V}_\sigma (\{M, x\})$.

**Proposition 4.11.** For $K$ constant and small enough, we have:

(i) the upper bound

\[
\mathcal{V}_\sigma (\{M, x\}) \ll K \frac{\gamma_{l,\max}(x_{l+1}a_l+1, \ldots, x_da_d)}{a_1 \cdots a_l}
\]

uniformly for all $M = ka(a)\eta(a) \in S_{K, d}, \ x \in [-\frac{1}{2}, \frac{1}{2}]^d$, and

(ii) the lower bound

\[
\frac{\gamma_{d-1}(k, x_a a_d)}{a_1 \cdots a_{d-1}} \ll K \mathcal{V}_\sigma (\{M, x\})
\]

uniformly for all $M = ka(a)\eta(a) \in S_{K, d-1}, \ x \in [-\frac{1}{2}, \frac{1}{2}]^d$. The function $\gamma_{l,\max}(t_{l+1}, \ldots, t_d) \geq 0$ is compactly supported and bounded on $\mathbb{R}^{d-1}$, and non-zero on a set of strictly positive measure; the function $\gamma_{d-1}(k, t_d) \geq 0$ is compactly supported and bounded on $SO(d) \times \mathbb{R}$, and non-zero on a set of strictly positive measure.

**Proof.** The function $\mathcal{V}_\sigma (\{M, x\})$ has a representation of the form

\[
\mathcal{V}_\sigma (\{M, 0\}[1, x]) = \sum_{m \in \mathbb{Z}^d} F(M(m + x))
\]

with $F$ compactly supported, non-negative and piecewise constant. We have for $a_1, \ldots, a_l \to 0, a_{l+1}, \ldots, a_d \to \infty, \ x \in [-\frac{1}{2}, \frac{1}{2}]^d$, the asymptotic relation (recall the discussion in the proof of Proposition 3.13)

\[
\mathcal{V}_\sigma (\{M, 0\}[1, x]) \sim \frac{\gamma_l(k, a_{l+1} x_{l+1}, \ldots, a_d x_d)}{a_1 \cdots a_l}, \quad (4.18)
\]

with

\[
\gamma_l(k, t_{l+1}, \ldots, t_d) = \int F \left( \begin{array}{c} x_1 \\ \vdots \\ k x_{l+1} \\ t_{l+1} \\ \vdots \\ t_d \end{array} \right) \, dx. \quad (4.19)
\]

The upper bound follows now if we put

\[
\gamma_{l,\max}(t_{l+1}, \ldots, t_d) = \max_{k \in SO(d)} \gamma_l(k, t_{l+1}, \ldots, t_d).
\]

The lower bound is obtained, for $K$ constant and small enough, since $a_1, \ldots, a_{d-1} \to 0$ implies $a_d \to \infty$.

\[ \square \]
Proof of Theorem 4.3. By virtue of Proposition 4.11 we can give upper bounds on \( \sum_{K \geq X} P_K(\sigma) \) (apply the same argument as in the proof of Theorem 3.11) by considering the integrals \( l = 1, \ldots, d - 1 \)

\[
I(X) = \int_{0 < a_j \leq (2/\sqrt{3})a_{j+1} \quad (j=1, \ldots, d-1) \quad \rho(a) \, d\mathbf{a} | \, k \in \text{SO}(d) \quad \mathbf{x} \in [-\frac{1}{2}, \frac{1}{2}]^d}
\]

where \( d\mathbf{x} \) is the standard Lebesgue measure. We relax the condition \( \mathbf{x} \in [-\frac{1}{2}, \frac{1}{2}]^d \) immediately to \( \mathbf{x} \in \mathbb{R}^d \).

Changing variables as before (proof of Theorem 3.11) yields the integral

\[
I(X) \ll \int_{0 < a_j \leq (2/\sqrt{3})a_{j+1} \quad (j=1, \ldots, d-1) \quad \rho(a) \, dt_1 \cdots dt_d}
\]

where the integrals \( I(X) \) and \( J(X) \) are upper bounds, and the expected upper bound follows from Lemma 3.14 with \( r_M = 1/d \).

By Proposition 4.11, the lower bound to be proved is obtained from the integral

\[
J(X) = \int_{0 < a_j \leq (2/\sqrt{3})a_{j+1} \quad (j=1, \ldots, d-1) \quad \rho(a) \, \mathbf{a} \, dx \}
\]

The parameter \( K \) is here related to the asymptotic regime \( S_{K,l} \) of the Siegel domain, and is of course not related to the \( K \) used in \( P_K(\sigma) \).

As above we integrate over \( x_1, \ldots, x_{d-1} \) and substitute \( x_d = t a_d^{-1} \). This gives

\[
J(X) = \int_{0 < a_j \leq (2/\sqrt{3})a_{j+1} \quad (j=1, \ldots, d-1) \quad \rho(a) \, a_d \, dt \}
\]
We have $K < \frac{2}{\sqrt[3]{3}} a_d$ and so

$$J(X) \geq \int_{0 < a_j \leq (2/\sqrt[3]{3})a_{j-1}} \frac{\rho(a)}{a_d} \, da(a) \, dk \, dt. \quad (4.25)$$

After the usual change of variables we find that

$$J(X) \gg \int \prod_{j=1}^{d-1} x_j^{(d-i)+(1/d)} \, dx_j \, dk \, dt \quad (4.26)$$

with range of integration

$$0 < x_j < \left( \frac{2}{\sqrt{3}} \right)^i, \quad (j = 1, \ldots, d-1), \quad \left( \prod_{v=1}^{d-1} x_v \right)^{1/d} < \frac{\gamma d-1(k, t)}{X},$$

$$x_{d-1}^{1/(d-1)} < K \left( \prod_{v=1}^{d-1} x_v \right)^{1/d}, \quad k \in SO(d), \quad |t| < \frac{\sqrt{3}}{4} K.$$  

The asymptotics of this last integral can be calculated with the same method used in the end of the proof of Theorem 3.11. The only crucial difference is that in the application of Lemma 3.14 we have $r_M = 1/d$ instead of zero.

**Proof of Theorems 4.4 and 4.5.** Almost identical to the proofs for the two-point correlations, since $\mathcal{V}_a(M, 0)$ can be identified with a function on $\Sigma^d$. \hfill \Box

**Sketch of the proof of Theorems 4.6–4.9.** We can write $W_N(\xi)$ as

$$W_N(\xi) = \frac{1}{2N} \sum_{v \in \mathbb{Z}} \sum_{j=1}^{N} \chi\left( \frac{v}{N} \right) \exp(2\pi i v(\lambda_j + \xi)) - \frac{1}{2}.$$  

where $\chi$ is the characteristic function of the interval $[-1, 1]$. Let us now replace $\chi$ with a smooth, compactly supported function $f$ and study

$$\tilde{W}_N(\xi) = \frac{1}{2N} \sum_{v \in \mathbb{Z}} \sum_{j=1}^{N} f\left( \frac{v}{N} \right) \exp(2\pi i v(\lambda_j + \xi)) - \frac{1}{2} f(0) \quad (4.28)$$

instead. Using the Poisson summation formula for the sum over $v$ we obtain

$$\tilde{W}_N(\xi) = \frac{1}{2} \sum_{v \in \mathbb{Z}} \sum_{j=1}^{N} \hat{f}(N(\lambda_j + \xi + v)) - \frac{1}{2} f(0), \quad (4.29)$$

$\hat{f}$ being the Fourier transform of $f$. Reviewing the proofs of Theorems 4.2–4.5 one can conclude that Theorems 4.6–4.9 indeed hold for $\tilde{W}_N(\xi)$. Finally the density argument in [21, §7] shows that the smoothness condition can be dropped. The main condition for this argument to work is that the expectation and variance satisfy (note that $\int h(\alpha) \, d^{d-1}\alpha = 1$ by definition)

$$\lim_{N \to \infty} E\tilde{W}_N = \lim_{N \to \infty} \int_{T^{d-1}} h(\alpha) \tilde{W}_N(\xi) \, d\xi \, d^{d-1}\alpha = 0, \quad (4.30)$$

$$\lim_{N \to \infty} E\tilde{W}_N^2 = \lim_{N \to \infty} \int_{T^{d-1}} h(\alpha) |\tilde{W}_N(\xi)|^2 \, d\xi \, d^{d-1}\alpha = \frac{1}{4} \int f(t)^2 \, dt, \quad (4.31)$$
independent of the smoothness of $f$, which can be readily verified. In the case $\xi = 0$, the expectation value still vanishes:

$$\lim_{N \to \infty} \mathbb{E} \hat{W}_N = \frac{1}{2} \lim_{N \to \infty} \int_{T^{d-1}} h(\alpha) \hat{W}_N(0) d^{d-1}\alpha = 0,$$

but it is more complicated to obtain analogous relations for the variance. By a standard density argument, we may assume, without loss of generality, $h$ has a finite Fourier expansion and consider each term of the expansion separately. For $N$ large, the zeroth Fourier coefficient corresponds to

$$\lim_{N \to \infty} \int_0^1 \int_{T^{d-1}} |\hat{W}_N(\xi)|^2 d\xi d^{d-1}\alpha \sim \frac{1}{(2N)^2} \sum_{0<m_1 \leq d_1 N^{1/(d-1)}} \sum_{0<n_1 \leq d_1 N^{1/(d-1)}} \sum_{\nu \mu \mu \mu j = \mu n_j} f\left(\frac{\nu}{N}\right) f\left(\frac{\mu}{N}\right) - \frac{1}{4} f(0)^2.$$ 

The latter equals

$$\frac{1}{(2N)^2} \sum_{0<m_1 \leq d_1 N^{1/(d-1)}} \sum_{0<n_1 \leq d_1 N^{1/(d-1)}} \sum_{\nu \mu \mu \mu j = \mu n_j} f\left(\frac{\nu}{N}\right) f\left(\frac{\mu}{N}\right).$$

Generalizing the derivation given in the appendix to general piecewise continuous and compactly supported cut-off functions $f$, we find for $d > 2$

$$\lim_{N \to \infty} \int_0^1 \int_{T^{d-1}} |\hat{W}_N(0)|^2 d\xi d^{d-1}\alpha = \left\{ \frac{1}{2} \sum_{\nu, \mu, \mu = 1} \frac{1}{\nu !} \int f(t) f\left(\frac{\nu}{t}\right) dt \right\}$$

$$- \frac{1}{4} \int f(t)^2 dt,$$

while in the case $d = 2$ we observe a logarithmic divergence which is why our argument fails in this case. For $f \geq 0$ and $f(t) \geq f(t')$ for $|t| < |t'|$ we have

$$\int f(t) f\left(\frac{\nu}{t}\right) dt \leq \int f(t)^2 dt.$$ 

Using the relation (see appendix)

$$\sum_{\nu, \mu = 1}^{\infty} \frac{1}{\nu !} = \frac{\xi(d-1)}{\xi(d)}$$
we obtain the upper bound (cf. appendix)
\[
\lim_{N \to \infty} \int_0^1 \int_{T_{d-1}} |\tilde{W}_N(0)|^2 \, d\xi \, d^{d-1}\alpha \leq \frac{1}{4} \left( 2 \frac{\zeta(d-1)}{\zeta(d)} - 1 \right) \int f(t)^2 \, dt \quad (4.36)
\]
which in turn gives, also, an upper bound for
\[
\lim_{N \to \infty} \int_0^1 \int_{T_{d-1}} h(\alpha) |\tilde{W}_N(0)|^2 \, d\xi \, d^{d-1}\alpha,
\]
proportional to \( \int f(t)^2 \, dt \), which is all we need for our density argument to work. However, terms of the form
\[
\int_0^1 \int_{T_{d-1}} e^{2\pi i (k_1 \sigma_0 + \cdots + k_d \sigma_{d-1})} |\tilde{W}_N(0)|^2 \, d\xi \, d^{d-1}\alpha
\]
actually vanish when at least one of the \( k_j \) is not zero (we will not prove this here), so
\[
\lim_{N \to \infty} \int_0^1 \int_{T_{d-1}} h(\alpha) |\tilde{W}_N(0)|^2 \, d\xi \, d^{d-1}\alpha \quad (4.37)
\]
coincides with the limit (4.35).

4.4. Moments. The first two moments of \( \Phi_d \), \( \Phi_{d,0} \) and their relatives \( P_K(\sigma) \), \( P_{K,0}(\sigma) \) follow from the calculations carried out in the proof of Theorems 4.4 and 4.5, above. Equivalently, they are also an immediate consequence of Theorems 3.15 and 3.16: Theorem 3.15 for the first moment of \( \Phi_{d,0}(a, b) \) and \( P_{K,0}(\sigma) \), and for the second moment of \( \Phi_d(a, b) \) and \( P_K(\sigma) \); and Theorem 3.16 for the second moment of \( \Phi_{d,0}(a, b) \) and \( P_{K,0}(\sigma) \). Note that for instance
\[
\sum_{K=0}^{\infty} K^n P_{K,0}(\sigma) = \frac{1}{\mu(S^d)} \int_{S^d} V_0((M, 0))^n d\mu. \quad (4.38)
\]
Recall also that \( \sum_{K=0}^{\infty} K^n P_K(\sigma) \) is related to the expectation value of the \( n \)-point correlations, relation (4.5).

The results are as follows.

**Theorem 4.12.**
\[
\sum_{K=0}^{\infty} K P_K(\sigma) = \sigma, \quad \sum_{K=0}^{\infty} K^2 P_K(\sigma) = \sigma^2 + \sigma.
\]

These moments coincide with those of a Poisson distribution. The third moment will deviate in a similar way as the expectation value three-point correlations, compare (4.5) and Theorem 3.19.

**Theorem 4.13.**
\[
\sum_{K=0}^{\infty} K P_{K,0}(\sigma) = \sigma, \quad \sum_{K=0}^{\infty} K^2 P_{K,0}(\sigma) = \sigma^2 + \left( 2 \frac{\zeta(d-1)}{\zeta(d)} - 1 \right) \sigma \quad (d > 2).
\]
In the limit \( d \to \infty \) all moments converge to the moments of a Poisson distribution.

**Theorem 4.14.** Fix \( n \in \mathbb{N} \). Then

\[
\lim_{d \to \infty} \sum_{k=0}^{\infty} K^n P_K(\sigma) = \sum_{k=0}^{\infty} K^n \frac{\sigma^K}{K!} e^{-\sigma}
\]

and

\[
\lim_{d \to \infty} \sum_{k=0}^{\infty} K^n P_{K,0}(\sigma) = \sum_{k=0}^{\infty} K^n \frac{\sigma^K}{K!} e^{-\sigma}.
\]

**Proof.** The \( n \)th moment of \( P_K(\sigma) \) is related via (4.5) to the expectation value of the \( n \)-point correlations, which converge to the limit given by IUDRVs (Theorem 3.20). The analogue of relation (4.5) of course exists also for IUDRVs; this proves the first statement.

Let us turn to the second assertion. Recall that due to (4.38) we have to calculate \( (n < d) \)

\[
\frac{1}{\mu(\Sigma^n)} \int_{\Sigma^n} \sum_{m^1, \ldots, m^n \in \mathbb{Z}^d} F(Mm^1, \ldots, Mm^n) \, d\mu
\]

with

\[
F(x^1, \ldots, x^n) = \prod_{j=1}^{n} \chi_1(x^j_1) \cdots \chi_1(x^j_{d-1}) \chi_0(x^j_d).
\]

As in the proof of Theorems 3.15 and 3.16, we put \( m^j \equiv t^j e^j \) where \( t^j = \gcd(m^j_1, \ldots, m^j_d) > 0 \) for \( j = 1, \ldots, n < d \). All terms with \( t^j > 1 \) will later lead to contributions which vanish as \( d \to \infty \).

For any given \( (e^1, \ldots, e^n) \) we find some \( g \in \Gamma = \text{SL}(d, \mathbb{Z}) \) such that

\[
(e^1, \ldots, e^n) = g \begin{pmatrix}
1 & a_{12} & a_{13} & \cdots & a_{1n} \\
0 & a_{22} & a_{23} & \cdots & a_{2n} \\
0 & 0 & a_{33} & \cdots & a_{3n} \\
\vdots & \ddots & \ddots & \ddots & \vdots \\
0 & \cdots & 0 & a_{nn} \\
0 & \cdots & \cdots & 0 & 0 \\
\vdots & \ddots & \ddots & \ddots & \vdots \\
0 & \cdots & \cdots & \cdots & 0
\end{pmatrix},
\]

with certain restrictions on the \( a_{ij} \). It is for example possible that the \( j \)th column consists only of zeros, i.e. \( a_{ij} = 0, \ldots, a_{jj} = 0 \). This would eventually lead to some integral over \( F(x^1, \ldots, x^n) \) with \( x^j = 0 \). However, for our special choice of \( F \) in (4.40) we find easily that \( F(x^1, \ldots, x^n) = 0 \) whenever \( x^j = 0 \), and thus the resulting integral vanishes.

Suppose now that \( |a_{ij}| > 1 \). This will lead to contributions which will vanish when \( d \to \infty \), and we will not deal with that case any further either.

We are thus left with \( a_{ij} = \pm 1 \). In this case it is always possible to find an element \( g \in \Gamma = \text{SL}(d, \mathbb{Z}) \) such that the \( a_{ij} \) are of the following form:

(a) in every column there is only one non-zero \( a_{ij} = \pm 1 \);
(b) in every row there is at least one \( a_{ij} \geq 0 \).

Terms with negative \( a_{ij} = -1 \) would, however, lead to contributions containing terms of the form

\[
F(\ldots, x, \ldots, -x, \ldots),
\]

which are zero due to our special choice (equation (4.40)) of \( F \).

Let us therefore consider the only remaining case when all \( a_{ij} \) are zero or \( C^1 \). The set of upper triangular \((n \times n)\)-matrices with only one \( +1 \) in every column is in one-to-one correspondence with the set partitions of \([1, \ldots, n]\) into \( v \) disjoint non-empty subsets \([\mathcal{F}_1, \ldots, \mathcal{F}_v]\), where \( v = 1, \ldots, n \): to a given partition \([\mathcal{F}_1, \ldots, \mathcal{F}_v]\) we can associate the matrix with coefficients (denote by \( i_s \) is the smallest element of \( \mathcal{F}_s \))

\[
a_{ij} = \begin{cases} 1, & \text{if } i = i_s \text{ and } j \in \mathcal{F}_s, \text{ for some } s = 1, \ldots, v \\ 0, & \text{otherwise.} \end{cases}
\]

From this and a generalization of the arguments for Theorem 3.16 we obtain (denote by \( \mathcal{P}_v \) the collection of all partitions into \( v \) sets)

\[
\frac{1}{\mu(\Sigma^d)} \int_{\Sigma^d} \sum_{m^1, \ldots, m^n \in \mathbb{Z}^d} F(Mm^1, \ldots, Mm^n) \, d\mu = \sum_{v=1}^n \sum_{[\mathcal{F}_1, \ldots, \mathcal{F}_v] \in \mathcal{P}_v} \int_{\mathbb{R}^v} F(x^1, \ldots, x^n) \left| x^i = x^j \text{ if } i, j \text{ are in the same set } \mathcal{F}_s \right| \, dx^{i_1} \cdots dx^{i_v} + \text{[terms of lower order in } d]\right]. \tag{4.42}
\]

The reason why all coefficients in front of the integrals are \( C = 1 \) follows from a consequent application of the argument given at the very end of §3.7.

The integration can be carried out term by term, and our final result is

\[
\frac{1}{\mu(\Sigma^d)} \int_{\Sigma^d} \sum_{m^1, \ldots, m^n \in \mathbb{Z}^d} F(Mm^1, \ldots, Mm^n) \, d\mu = \sum_{v=1}^n |\mathcal{P}_v| \sigma^v, \tag{4.43}
\]

where \( |\mathcal{P}_v| \) is the number of partitions of \([1, \ldots, n]\) into \( v \) sets. The right-hand side of (4.43) represents exactly the \( n \)th moment of a Poisson distribution.

Finally, for the moments of \( \Phi_d(X, \infty) \) we have the following.

**Theorem 4.15.**

\[
\int_{-\infty}^{\infty} X \, d\Phi_d(X, \infty) = 0, \quad \int_{-\infty}^{\infty} X^2 \, d\Phi_d(X, \infty) = \frac{1}{2}.
\]

**Theorem 4.16.**

\[
\int_{-\infty}^{\infty} X \, d\Phi_{d,0}(X, \infty) = 0, \quad \int_{-\infty}^{\infty} X^2 \, d\Phi_{d,0}(X, \infty) = \frac{1}{4} \left( 2 \frac{\xi(d-1)}{\xi(d)} - 1 \right) (d > 2).
\]

Again, higher moments converge for \( d \to \infty \) to the moments of the limit distribution corresponding to IUDRVs. Note that this distribution is not Gaussian; some of its properties are discussed in [38].
Correlations between values of a linear form
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Appendix: The number of solutions of simultaneous quadratic equations.
We consider the number of integer solutions of the system of quadratic equations $a x_i = b y_i$, $i = 1, \ldots, f$ where the variables lie in a large box. By using elementary methods from number theory, we can show the following.

**Theorem A.1.** For $f \geq 1$ let $N_f(T)$ be the number of positive integer solutions of the system

$$a x_i = b y_i, \quad i = 1, \ldots, f, \quad a, b < T, \quad x_i, y_i < T^{1/f}. \quad (A.1)$$

Then as $T \to \infty$:

1. For $f \geq 3$,
   $$N_f(T) = C_f T^2 + O(T), \quad C_f = \frac{2\zeta(f)}{\zeta(f + 1)} - 1;$$

2. For $f = 2$,
   $$N_2(T) = \left(\frac{2\zeta(2)}{\zeta(3)} - 1\right) T^2 + O(T \log T);$$

3. For $f = 1$,
   $$N_1(T) = \frac{2}{\zeta(3)} T^2 \log T + O(T^2),$$

where $\zeta(s) = \sum n^{-s}$ is the Riemann zeta function.

**Remarks.**

1. Recall that $\zeta(2) = \pi^2 / 6$, and there are similar formulae for $\zeta(2k)$.
2. The constants $C_f$ decrease monotonically to one as $f \to \infty$. The first few values are $C_2 = 1.7368 \ldots, C_3 = 1.22125 \ldots, C_4 = 1.0875 \ldots, C_5 = 1.0385 \ldots, \text{etc.}$
3. For an application of these methods to other counting problems, see Katznelson [17, 18].

**Proof.** For every integer $d \leq T$, let $N_f(T, d)$ be the number of solution of the system (A.1) with the extra condition $\gcd(a, b) = d$. We first estimate $N_f(T, d)$.

For such $a, b$ write $a = Ad$, $b = Bd$ with $A, B \leq T/d$ coprime. Then $ax_i = by_i$ if and only if $Ax_i = By_i$ and since $A, B$ are coprime, this happens if and only if for some integer $z_i$,

$$x_i = Bz_i, \quad y_i = Az_i$$

where now

$$z_i \leq \min \left( \frac{T^{1/f}}{A}, \frac{T^{1/f}}{B} \right) = T^{1/f} \min \left( \frac{1}{A}, \frac{1}{B} \right).$$
Therefore

\[ N_f(T, d) = \sum_{A, B \leq T/d, \gcd(A, B) = 1} \left( T^{1/f} \min \left( \frac{1}{A}, \frac{1}{B} \right) \right)^f = T \sum_{A, B \leq T/d, \gcd(A, B) = 1} \min \left( \frac{1}{A}, \frac{1}{B} \right)^f. \] (A.2)

We rearrange the sum over \( A, B \) as

\[ \sum_{A, B \leq T/d, \gcd(A, B) = 1} \min \left( \frac{1}{A}, \frac{1}{B} \right)^f = 2 \sum_{A=1}^{T/d} \sum_{B \leq A, \gcd(A, B) = 1} \frac{1}{A^f} - 1 \]

by taking the cases \( A \leq B \) and \( B \leq A \) separately, with identical contributions, and the pair \( A = B = 1 \) is counted twice so needs to be subtracted once. Thus

\[ N_f(T, d) = 2T \sum_{A=1}^{T/d} \sum_{B \leq A, \gcd(A, B) = 1} \frac{1}{A^f} - T = 2T \sum_{A=1}^{T/d} \frac{\phi(A)}{A^f} - T, \]

where \( \phi(n) \) is the number of \( B \leq n \) coprime to \( n \) (Euler’s function). Therefore

\[ N_f(T) = \sum_{d=1}^{T} N_f(T, d) = 2T \sum_{d=1}^{T/d} \sum_{A=1}^{T/d} \frac{\phi(A)}{A^f} - T^2. \] (A.3)

Now change the order of summation to evaluate the contribution of the first term:

\[
\sum_{d=1}^{T} \sum_{A=1}^{T/d} \frac{\phi(A)}{A^{f+1}} = \sum_{A=1}^{T} \left( \sum_{D \leq T/A} \frac{\phi(A)}{A^{f+1}} \right) \\
= \sum_{A=1}^{T} \frac{\phi(A)}{A^{f+1}} \sum_{D \leq T/A} 1 \\
= \sum_{A=1}^{T} \frac{\phi(A)}{A^{f+1}} \left( \frac{T}{A} + O(1) \right) \\
= T \sum_{A=1}^{T} \frac{\phi(A)}{A^{f+1}} + O \left( \sum_{A=1}^{T} \frac{\phi(A)}{A^{f+1}} \right).
\]

We thus have

\[ N_f(T) = 2T^2 \sum_{A=1}^{T} \frac{\phi(A)}{A^{f+1}} + O \left( T \sum_{A=1}^{T} \frac{\phi(A)}{A^{f+1}} \right) - T^2. \]

Note that for \( f > 2 \), the series \( \sum \phi(A)/A^f \) converges, in fact for \( s > 1 \):

\[ \sum_{n=1}^{\infty} \frac{\phi(n)}{n^s} = \frac{\zeta(s-1)}{\zeta(s)} \] (A.4)

and

\[ \sum_{A=1}^{T} \frac{\phi(A)}{A^{f+1}} = \frac{\zeta(f)}{\zeta(f+1)} + O(T^{1-f}), \quad f > 1. \] (A.5)
Therefore for $f \geq 3$ we have

$$N_f(T) = \left( \frac{2 \zeta(f)}{\zeta(f+1)} - 1 \right) T^2 + O(T). \quad (A.6)$$

For the remaining cases, we use (see, for example, Hardy and Wright [14] for a similar formula for $\sum_{n \leq x} \phi(n)$)

$$\sum_{n \leq T} \frac{\phi(n)}{n^2} = \frac{\log T}{\zeta(2)} + O(1).$$

Thus for $f = 2$

$$N_2(T) = 2T^2 \sum_{A=1}^{T} \frac{\phi(A)}{A^3} + O\left( T \sum_{A=1}^{T} \frac{\phi(A)}{A^2} \right) - T^2$$

$$= \left( \frac{2 \zeta(2)}{\zeta(3)} - 1 \right) T^2 + O(T \log T) \quad (A.7)$$

and for $f = 1$ use $\phi(n) \leq n$ and so $\sum_{n \leq T} \phi(n)/n \ll T$. Thus

$$N_1(T) = 2T^2 \sum_{A=1}^{T} \frac{\phi(A)}{A^2} + O\left( T \sum_{A=1}^{T} \frac{\phi(A)}{A} \right) - T^2$$

$$= \frac{2}{\zeta(2)} T^2 \log T + O(T^2). \quad (A.8)$$

This concludes the proof. \hfill \qed
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