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1. Introduction. The ergodic theory of unipotent flows has proved to
be a very useful tool in understanding the distribution of values of quadratic
forms at integer argument (see [6]–[9] and references therein). In the present
paper we use the approach developed in [8], [9] to calculate the mean square
value of the exponential sums

(1.1) rα(µ) =
∑

m∈Zk
‖m‖2=µ

e(m ·α),

where α ∈ Rk is fixed, µ ∈ Z+, e(t) := exp(2πit), and ‖ · ‖ denotes the usual
euclidean norm

(1.2) ‖m‖2 = m2
1 + · · ·+m2

k, m = (m1, . . . ,mk).

The above sums were studied by Bleher, Cheng, Dyson and Lebowitz [2],
Bleher and Dyson [3]–[5] and Bleher and Bourgain [1] in connection with the
fluctuations of the number of lattice points inside a large sphere centered
at α.

For α = 0 the sum (1.1) represents the number of ways of writing the
integer µ as a sum of k squares. We are here interested in the behaviour
of rα(µ) for generic choices of α, which satisfy the following diophantine
condition: a vector α ∈ Rk is called diophantine if there exist constants
κ,C > 0 such that

(1.3)

∣∣∣∣α+
m

q

∣∣∣∣ >
C

qκ

for all m ∈ Zk, q ∈ Z, q > 0. Here | · | denotes the maximum norm on Rk.
The constant κ is called the type of α. The smallest possible value for κ is
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κ = 1 + 1/k; in this case α is called badly approximable [13]. The set of all
diophantine vectors is of full Lebesgue measure [13, Th. 6G].

We assume throughout this paper that k ≥ 2.

Theorem 1.1. Assume α ∈ Rk is such that the components of (α, 1) ∈
Rk+1 are linearly independent over Q. Then

(1.4) lim inf
M→∞

1

Mk/2

M∑

µ=0

|rα(µ)|2 ≥ Bk,

where Bk is the volume of the k-dimensional unit ball. If , in addition, α is
diophantine of type κ < (k − 1)/(k − 2), then

(1.5) lim
M→∞

1

Mk/2

M∑

µ=0

|rα(µ)|2 = Bk.

The above statement also holds for k = 1, in fact without the diophantine
condition, since

1√
M

M∑

µ=1

|rα(µ)|2 =
4√
M

∑

0<m≤
√
M

cos2(2πmα)(1.6)

→ 4

1�

0

cos2(2πx) dx = 2 = B1

holds for every irrational α ∈ R in the limit M →∞. (This follows directly
from the equidistribution of the sequence mα modulo one.) For k ≥ 2 the
diophantine conditions are indeed necessary, since the mean square value
diverges for every rational α ∈ Qk (unlike in the case k = 1); compare the
discussion in [1]. Hence if α is sufficiently well approximable by rationals,
(1.5) fails.

Theorem 1.1 is proved by Bleher and Dyson [3] for k = 2. In the case
k > 2, Bleher and Bourgain [1] obtain the bound

(1.7) 1� 1

Mk/2

M∑

µ=0

|rα(µ)|2 �M ε

for any ε ≥ 0, provided α satisfies the diophantine condition

(1.8)
( k∏

j=1

|mj|+
)1+ε
|m ·α+ p| > C

for some constant C > 0, and all m = (m1, . . . ,mk) ∈ Zk, p ∈ Z, where
|x|+ := max(1, |x|). Vectors α satisfying such a diophantine condition are
called multiplicatively diophantine. An equivalent characterization of the set
of multiplicatively diophantine vectors α = (α1, . . . , αk) is (cf. [15, p. 69]):



Mean square value of exponential sums 355

there exist constants ε ≥ 0, C > 0 such that

(1.9) q1+ε
k∏

j=1

|qαj +mj | > C

for all m = (m1, . . . ,mk) ∈ Zk, q ∈ Z, q > 0. Comparing this with (1.3) (set
ε = k(κ− 1)− 1), it is evident that the set of multiplicatively diophantine
vectors is contained in the set of diophantine vectors, and hence Theorem 1.1
tightens estimate (1.7). According to Littlewood’s conjecture [10], it is ex-
pected that for k ≥ 2 there are no multiplicatively badly approximable
numbers, i.e., there are no α ∈ Rk which satisfy (1.8) or (1.9) for ε = 0 and
some C > 0.

Our method is in principle also capable of evaluating the mean square
value when the components of (α, 1) ∈ Rk+1 are not linearly independent
over Q, provided α is still diophantine of type κ < (k− 1)/(k− 2); compare
the discussion in [8, App. A]. Note, however, that the limit is not necessarily
equal to Bk.

Theorem 1.2 below is concerned with correlations between exponential
sums rα(µ) at different values of the argument. For technical reasons we
average with smoothed cutoff functions ψ ∈ S(R+), i.e., infinitely differen-
tiable functions R+ := [0,∞) → C which, together with their derivatives,
decay rapidly at ∞. An example for a function in S(R+) is ψ(t) = exp(−t).

Theorem 1.2. Assume the components of (α, 1) ∈ Rk+1 are linearly
independent over Q and α is diophantine of type κ < (k − 1)/(k − 2).
Let ψ1, ψ2 ∈ S(R+), and ∆(µ) be the Fourier coefficients of a piecewise
continuous function R/Z→ C. Then

(1.10) lim
M→∞

1

Mk/2

∞∑

µ1,µ2=0

ψ1

(
µ1

M

)
ψ2

(
µ2

M

)
rα(µ1) rα(µ2)∆(µ1 − µ2)

=
k

2
Bk∆(0)

∞�

0

ψ1(r)ψ2(r)rk/2−1 dr.

Theorems 1.1 and 1.2 are proved in Section 6.

Acknowledgements. This work has been supported by an EPSRC Ad-
vanced Research Fellowship and the EC Research Training Network (Math-
ematical Aspects of Quantum Chaos) HPRN-CT-2000-00103.

2. Theta sums. The Jacobi theta sum Θf is defined for a given Schwartz

function f ∈ S(Rk) by

(2.1) Θf (τ, φ; ξ) = vk/4
∑

m∈Zk
fφ((m− y)v1/2)e

(
1
2‖m− y‖2u+m · x

)
,
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where

(2.2) τ = u+ iv ∈ H, φ ∈ [0, 2π), ξ =

(
x

y

)
∈ R2k,

and H denotes the upper half-plane H = {τ ∈ C : Im τ > 0}. Furthermore,
the family of functions fφ is defined by

(2.3) fφ(w) =
�

Rk
Gφ(w,w′)f(w′) dw′,

with the integral kernel

(2.4) Gφ(w,w′)

= e(−kσφ/8)|sinφ|−k/2e
[ 1

2(‖w‖2 + ‖w′‖2) cosφ−w ·w′
sinφ

]
,

where σφ = 2ν + 1 if νπ < φ < (ν + 1)π, ν ∈ Z. The operators Uφ : f 7→ fφ
are unitary. Note in particular U 0 = id. The functions fφ are decaying
rapidly for large argument, uniformly in φ, that is, for any R > 1, there is
a constant cR such that for all w ∈ Rk, φ ∈ R, we have

(2.5) |fφ(w)| ≤ cR(1 + ‖w‖)−R;

see [8, Lem. 4.3].
If f, g ∈ S(R+), the function ΘfΘg can be realized as a smooth function

on a homogeneous space Γ k\Gk of finite measure; see Sections 3 and 4
in [8] for more details. Here Gk is the semi-direct product group Gk =
SL(2,R)nR2k with multiplication law

(2.6) (M ; ξ)(M ′; ξ′) = (MM ′; ξ +Mξ′),

where M,M ′ ∈ SL(2,R) and ξ, ξ′ ∈ R2k; the action of SL(2,R) on R2k is
defined canonically as

(2.7) Mξ =

(
ax+ by

cx+ dy

)
, M =

(
a b

c d

)
, ξ =

(
x

y

)
,

where x,y ∈ Rk. The parametrization of SL(2,R) in terms of the variable
(τ, φ) used in the definition of Θf is obtained by means of the Iwasawa
decomposition

(2.8) M =

(
1 u

0 1

)(
v1/2 0

0 v−1/2

)(
cosφ − sinφ

sinφ cosφ

)
,

which is unique for τ = u+ iv ∈ H, φ ∈ [0, 2π).
The relevant discrete subgroup is defined as

(2.9) Γ k=

{((
a b

c d

)
;

(
abs

cds

)
+m

)
:

(
a b

c d

)
∈ SL(2,Z), m∈Z2k

}
⊂Gk,
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with s = (1/2, . . . , 1/2) ∈ Rk. We shall later make use of the fact that Γ k is

of finite index in SL(2,Z)n
(

1
2Z
)2k

. The left action of the group Γ k on Gk

is properly discontinuous. A fundamental domain of Γ k in Gk is given by

(2.10) FΓ k = FSL(2,Z) × {φ ∈ [0, π)} × {ξ ∈ [−1/2, 1/2)2k},
where FSL(2,Z) is the fundamental domain in H of the modular group

SL(2,Z), given by {τ ∈ H : u ∈ [−1/2, 1/2), |τ | > 1}. The space Γ k\Gk
is noncompact, and ΘfΘg is in fact unbounded. The following proposition
controls the behaviour in the cusps [8, Prop. 4.10].

Proposition 2.1. Let f, g ∈ S(Rk). For any R > 1, we have

(2.11) Θf

(
τ, φ;

(
x

y

))
Θg

(
τ, φ;

(
x

y

))

= vk/2fφ(−yv1/2)gφ(−yv1/2) +OR(v−R),

uniformly for all (τ, φ; ξ) ∈ FΓ k .

3. Equidistribution of closed orbits. Let Γ be a lattice in Gk. The
unipotent flow Ψ t on the homogeneous space Γ\Gk is defined as right trans-
lation by

(3.1) Ψ t0 =

((
1 t

0 1

)
; 0

)
,

i.e., Ψ t(g) = gΨ t0, and the partially hyperbolic flow Φt as right translation
by

(3.2) Φt0 =

((
e−t/2 0

0 et/2

)
; 0

)
,

i.e., Φt(g) = gΦt0.
Let us assume for a moment that Γ = SL(2,Z)n Z2k. Then, for

(3.3) g0 =

((
1 0

0 1

)
;

(
x

0

))
, x ∈ Rk,

we have

(3.4) Φt ◦ Ψu+1(Γg0) = Φt ◦ Ψu(Γg0),

since g0 commutes with Ψ0, and Ψ0 ∈ Γ . Hence Ωt = {Φt ◦ Ψu(Γg0) :
u ∈ [0, 1)} represents a closed orbit for every t ∈ R.

If Γ is a subgroup of finite index in SL(2,Z) n Z2k, the manifold
Γ\Gk is a finite covering of (SL(2,Z) n Z2k)\Gk. Therefore the orbit
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Ωt ⊂ (SL(2,Z)n Z2k)\Gk lifts to a closed orbit Ω̃t = {Φt ◦ Ψu(Γg0) :
u ∈ [0, r)} in Γ\Gk, for a suitable integer r = r(Γ ) ≥ 1. In The-

orem 3.1 we will show that Ω̃t becomes equidistributed as t → ∞. This
result may be viewed as a special case of Theorem 1.4 by Shah [14] which
is based on Ratner’s classification of measures invariant under a unipotent
flow. We give a more elementary proof, which exploits the simple arith-
metic nature of the lattice SL(2,Z) n Z2k, but still relies on Ratner’s the-
ory.

Theorem 3.1. Let Γ be a subgroup of SL(2,Z) n Z2k of finite index ,
and set r = r(Γ ). Fix some point

(3.5) g0 =

((
1 0

0 1

)
;

(
x

0

))
∈ Gk

such that the components of the vector ( tx, 1) ∈ Rk+1 are linearly indepen-
dent over Q. Let h be a piecewise continuous function R/rZ → C. Then,
for any bounded continuous function F on Γ\Gk, we have

(3.6) lim
t→∞

1

r

r�

0

F ◦ Φt ◦ Ψu(Γg0)h(u) du

=
1

µ(Γ\Gk)
�

Γ\Gk
F dµ

1

r

r�

0

h(u) du

where µ is the Haar measure of Gk.

Proof. Due to the linearity of the above expressions in h, we can assume
without loss of generality that h is a probability density. Then

(3.7) %t(F ) =
1

r

r�

0

F ◦ Φt ◦ Ψu(Γg0)h(u) du

defines a family of probability measures for bounded continuous functions
F on Γ\Gk. Following the proof of [8, Prop. 5.4] one shows that the family
of probability measures {%t : t ≥ 0} is relatively compact, that is, every
sequence contains a subsequence which weakly converges to a probability
measure on Γ\Gk. Furthermore every limiting measure is invariant under
the unipotent flow Ψu (compare the proof of [8, Prop. 5.5]). The most obvi-
ous invariant measure is of course the suitably normalized Haar measure µ.
Ratner’s theory [11], [12] yields that all other ergodic invariant measures
are localized on smooth embedded subvarieties. (A detailed description of
the relevant measures in the case of (Γ\Gk, Ψ t) can be found in [8].) These
measures are, however, excluded as possible limits by the following lemma
(compare the analogous argument in [8]).
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Lemma 3.2. Under the assumptions of Theorem 3.1 with h ≥ 0 we have,
for any continuous function F : Γ\Gk → R+ with compact support ,

(3.8) lim sup
t→∞

1

r

r�

0

F ◦ Φt ◦ Ψu(g0)h(u) du ≤ max(h)

2

�

Γ\Gk
F dµ.

Let us first consider the special test function

(3.9) F�(M ; ξ) =
∑

γ∈SL(2,Z)

f(γM)χ�(γξ),

with (in the Iwasawa parametrization (2.8))

(3.10) f(M) = f(τ, φ) = χ1(u+ v cotφ)χ2(v−1/2 cosφ)χ3(v−1/2 sinφ)

where χj (j = 1, 2, 3) is the characteristic function of the interval Ij ⊂ R.

The function χ� : T2k → R is the characteristic function of a cube in T2k.
Clearly, F� may be viewed as a function on (SL(2,Z)nZ2k)\Gk and hence
on Γ\Gk.

Lemma 3.3. Suppose the components of the vector ( tx, 1) ∈ Rk+1 are
linearly independent over Q. Then

(3.11) lim sup
v→0

1�

0

F�

(
u+ iv, 0;

(
x

0

))
du ≤ |I1| |I2| |I3|Vol(�).

Proof. For γ =
(
a b
c d

)
we have

(3.12) F�

(
u+ iv, 0;

(
x

0

))

=
∑

γ∈SL(2,Z)

f

(
a(u+ iv) + b

c(u+ iv) + d
, arg(cτ + d)

)
η1(ax)η2(cx),

where η1, η2 are the characteristic functions of cubes in Tk. This simplifies
to (cf. [8, Sec. 5.10.2])

(3.13) F�

(
u+ iv, 0;

(
x

0

))

=
∑

γ∈SL(2,Z)
c6=0

χ1

(
a

c

)
χ2(v−1/2(cu+ d))χ3(cv1/2)η1(ax)η2(cx).

Given a, c with gcd(a, c) = 1, we can find a pair (b0, d0) such that ad0 − b0c
= 1. All solutions (b, d) ∈ Z2 of the equation ad− bc = 1 are then given by
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b = b0 +ma, d = d0 +mc where m ∈ Z. Hence

(3.14) F�

(
u+ iv, 0;

(
x

0

))

=
∑

a,c,m∈Z
gcd(a,c)=1

c6=0

χ1

(
a

c

)
χ2

(
v−1/2c

(
u+m+

d0

c

))
χ3(cv1/2)η1(ax)η2(cx).

We integrate over u and drop the condition gcd(a, c) = 1; this yields

(3.15)

1�

0

F�

(
u+ iv, 0;

(
x

0

))
du

≤ v1/2|I2|
∑

a,c∈Z
c6=0

1

|c| χ1

(
a

c

)
χ3(cv1/2)η1(ax)η2(cx).

Terms with |c| < v−1/4 are of subleading order and can thus be dropped.
For |c| ≥ v−1/4 we have, by Weyl’s equidistribution theorem [16, Satz 4],

(3.16)
1

|c| χ1

(
a

c

)
η1(ax) = |I1|

�
η1 + o(1)

as v → 0 where the implied constant is independent of c. Applying Weyl’s
theorem a second time to the c-sum on the right-hand side of (3.15), we find
that the latter converges to |I1| |I2| |I3|Vol(�).

Proof of Lemma 3.2. We have

(3.17)
�

(SL(2,Z)nZ2k)

F� dµ

= Vol(�)

2π�

0

∞�

0

�

R
χ1(u+ v cotφ)χ2(v−1/2 cosφ)χ3(v−1/2 sinφ)

du dv dφ

v2

= Vol(�)|I1|
2π�

0

∞�

0

χ2(v−1/2 cosφ)χ3(v−1/2 sinφ)
dv dφ

v2

= 2 Vol(�)|I1|
2π�

0

∞�

0

χ2(r cosφ)χ3(r sinφ)r dr dφ

= 2 Vol(�)|I1| |I2| |I3|.
Hence the statement of Lemma 3.2 holds for F = F� and Γ = SL(2,Z)nZ2k.

If F̃ : (SL(2,Z)nZ2k)\Gk → R+ is continuous and has compact support, it
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can be arbitrarily well approximated from above by finite linear combina-
tions of functions of the type F�. That is, for every ε > 0 there are finitely
many cubes �1,�2, . . . and positive coefficients σ1, σ2, . . . such that

(3.18) F̃ ≤
∑

j

σjF�j ,
�

(SL(2,Z)nZ2k)\Gk

(∑

j

σjF�j − F̃
)
dµ < ε.

So

(3.19) lim sup
v→0

1�

0

F̃

(
u+ iv, 0;

(
x

0

))
du

≤ lim sup
v→0

1�

0

(∑

j

σjF�j

(
u+ iv, 0;

(
x

0

)))
du

≤ 1

2

�

(SL(2,Z)nZ2k)\Gk

(∑

j

σjF�j
)
dµ ≤ 1

2

�

(SL(2,Z)nZ2k)\Gk
F̃ dµ+

ε

2

for any ε > 0, i.e.,

(3.20) lim sup
v→0

1�

0

F̃

(
u+ iv, 0;

(
x

0

))
du ≤ 1

2

�

(SL(2,Z)nZ2k)\Gk
F̃ dµ.

To conclude the proof for general F : Γ\Gk → R+, we note that for F̃ :
(SL(2,Z)n Z2k)\Gk → R+ defined by

(3.21) F̃ (g) =
∑

γ∈Γ\(SL(2,Z)nZ2k)

F (γg)

we have F ≤ F̃ . Then

(3.22) lim sup
t→∞

1

r

r�

0

F ◦ Φt ◦ Ψu(g0)h(u) du

≤ max(h) lim sup
t→∞

1�

0

F̃ ◦ Φt ◦ Ψu(g0) du

≤ max(h)

2

�

(SL(2,Z)nZ2k)\Gk
F̃ dµ =

max(h)

2

�

Γ\Gk
F dµ.

4. Diophantine conditions. The following lemma is the key to extend
the equidistribution theorem (Theorem 3.1) to unbounded test functions.
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Lemma 4.1. Let α be diophantine of type κ, and f ∈ C(Rk) of rapid
decay. Then, for any fixed A > 1 and 0 < ε < 1/(κ− 1),

(4.1)
∑

D≤c≤2D

∑

m∈Zk
f(T (cα+m))

�





T−A (D ≤ T ε),
1 (T ε ≤ D ≤ T 1/(κ−1)),

DT−1/(κ−1) (D ≥ T 1/(κ−1))

uniformly for all D > 0, T ≥ 1.

Proof. The proof is almost identical to the one of [9, Lem. 6.5]. We divide
the sum over c into blocks of the form

(4.2)
∑

0≤c≤T 1/(κ−1)

∑

m∈Zk
f(T ((b+ c)α+m)).

The number of such blocks is of the order DT−1/(κ−1) + 1. In view of the
diophantine condition on α there is a constant C such that, for all 0 < |q| ≤
T 1/(κ−1), we have

(4.3)
C

|q|T ≤
C

|q|κ ≤
∣∣∣∣α+

m

q

∣∣∣∣,
and therefore

(4.4) |qα+m| ≥ C

T
.

For b fixed, the minimal distance (with respect to the maximum norm)

between the points (b + c)α +m (0 ≤ c ≤ T 1/(κ−1), m ∈ Zk) is bounded
from below by

(4.5) min
0<|q|≤T 1/(κ−1)

m∈Zk

|qα+m| ≥ C

T
.

Any cube with sides of length 1/T contains hence at most (C−1 +1)k points.
Therefore, with f fixed and rapidly decreasing,

(4.6)
∑

0≤c≤T 1/(κ−1)

∑

m∈Zk
f(T ((b+ c)α+m))� 1,

independently of b, which proves the second and third bounds. As to the
first bound, note that

(4.7) ‖cα+m‖ ≥ |cα+m| ≥ C

cκ−1
≥ C

(2D)κ−1
,

which holds for all c ≤ 2D. Since f decreases faster than any inverse poly-
nomial, we have

(4.8)
∑

D≤c≤2D

∑

m∈Zk
f(T (cα+m))� D

(
Dκ−1

T

)B

for any B > 1.
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For f ∈ C(Rk) of rapid decay, R > 1 and β ∈ R, let us consider the
function

(4.9) FR(τ ; ξ) =
∑

γ∈Γ∞\SL(2,Z)

∑

m∈Zk
f((yγ +m)v1/2

γ ) vβγ χ[R,∞)(vγ),

where χ[R,∞) is the characteristic function of [R,∞), and vγ > 0, yγ ∈ Rk
are defined by

(4.10) vγ = Im(γτ),

(
xγ

yγ

)
= γ

(
x

y

)
.

The function FR is thus, by construction, invariant under SL(2,Z) n Z2k.
Further properties of FR are discussed in [9, Sec. 6]. In particular, we later
use the formula

(4.11)
�

Γ\G
FR dµ = 2π

R−(3/2−β)

3/2− β
�

R
f(w) dw

in the case β = 1. We assume in the following that f ≥ 0.

Proposition 4.2. Let x be diophantine of type κ, and set β = k/2.
Then, for any ε < 1/(κ− 1)− (k − 2),

(4.12) lim sup
v→0

1�

0

FR

(
u+ iv;

(
x

0

))
du�ε R

−ε/2.

Proof. Assume without loss of generality that (a) f is even, and that (b)
for any r ≥ 1 we have f(rx) ≤ f(x). Property (a) implies

(4.13) FR(τ ; ξ) = 2
∑

m∈Zk
f((y +m)v1/2)vβχ[R,∞)(v)

+2
∑

(c,d)∈Z2

gcd(c,d)=1
c>0

∑

m∈Zk
f

(
(cx+dy+m)

v1/2

|cτ + d|

)
vβ

|cτ + d|2β χ[R,∞)

(
v

|cτ + d|2
)
.

We are interested in the average

(4.14)

1�

0

FR

(
u+ iv;

(
x

0

))
du = 2

∑

m∈Zk
f(mv1/2)vβχ[R,∞)(v)

+ 2v1−β
∞∑

c=1

τ(c)

c2β

�

R

∑

m∈Zk
f

(
(cx+m)

1

c
√
v(t2 + 1)

)

× χ[
√
R,∞)

(
1

c
√
v(t2 + 1)

)
dt

(t2 + 1)β
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where

(4.15) τ(c) =
c−1∑

d=0
gcd(c,d)=1

1 ≤ c.

The first term on the right-hand side of (4.14) is identically zero for v < R.

For the second term we introduce a dyadic covering of [
√
R,∞) by the set⋃

j [2
j, 2j+1), with j ∈ Z and 2j+1 ≥

√
R. Hence an upper bound for (4.14)

is obtained by summing over j the expression (up to a factor of 2)

(4.16) v1−k/2
∞∑

c=1

1

ck−1

�

R

∑

m∈Zk
f

(
(cx+m)

1

c
√
v(t2 + 1)

)

× χ[2j ,2j+1)

(
1

c
√
v(t2 + 1)

)
dt

(t2 + 1)k/2

≤ v1−k/2
∞∑

c=1

1

ck−1

�

R

∑

m∈Zk
f(2j(cx+m))

× χ[2j ,2j+1)

(
1

c
√
v(t2 + 1)

)
dt

(t2 + 1)k/2

≤ 2(j+1)(k−1)v1/2
�

R

{ ∞∑

c=1

∑

m∈Zk
f(2j(cx+m))

× χ[2j ,2j+1)

(
1

c
√
v(t2 + 1)

)}
dt√
t2 + 1

where we have set β = k/2, and used property (b) in the first inequality.
Comparing this with the expressions in Lemma 4.1 suggests

(4.17) D =
2−(j+1)

√
v(t2 + 1)

, T = 2j .

Note that the range of integration is always restricted to t2 + 1 ≤ v−1

since 2jc ≥ 1. Lemma 4.1 yields now in the first domain (D ≤ T ε)

(4.18) 2(j+1)(k−1)v1/2
�

D≤T ε

{ ∑

D≤c≤2D

∑

m∈Zk
f(T (cx+m))

} dt√
t2 + 1

� 2j(k−1−A)v1/2
�

t2+1≤v−1

dt√
t2 + 1

� 2j(k−1−A)v1/2|log v|,

where we choose A > k− 1. In the second domain (T ε ≤ D ≤ T 1/(κ−1)) the
condition T ε ≤ D implies

(4.19) 2j(k−1) ≤ 2−j(2−k+ε)

2
√
v(t2 + 1)

,
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and so

(4.20) 2(j+1)(k−1)v1/2
�

D≤T ε

{ ∑

D≤c≤2D

∑

m∈Zk
f(T (cx+m))

} dt√
t2 + 1

� 2−j(2−k+ε)
�

R

dt

t2 + 1
.

We choose ε in such a way that 2 − k + ε > 0 (this is possible since ε <
1/(κ− 1) and κ < (k − 1)/(k − 2)). In the third domain (D ≥ T 1/(κ−1)) we
have

(4.21) 2(j+1)(k−1)v1/2
�

D≥T 1/(κ−1)

{ ∑

D≤c≤2D

∑

m∈Zk
f(T (cx+m))

} dt√
t2 + 1

� 2−j(2−k+1/(κ−1))
�

R

dt

t2 + 1
.

Clearly contribution (4.20) from the second domain dominates the other

two. Summation over j ∈ Z with 2j+1 ≥
√
R yields an error� R−(2−k+ε)/2.

The bound (4.12) is obtained by redefining ε in the obvious way.

5. Equidistribution and unbounded test functions. We say a func-
tion F on Γ\Gk is dominated by FR if, for some fixed constant L > 1, we
have

(5.1) |F (τ, φ; ξ)|XR(τ) ≤ L+ FR(τ ; ξ)

for all sufficiently large R > 1, uniformly for all (τ, φ; ξ) ∈ Gk. Here

(5.2) XR(τ) =
∑

γ∈{Γ∞∪(−1)Γ∞}\SL(2,Z)

χ[R,∞)(vγ).

Theorem 5.1. Let Γ be a subgroup of SL(2,Z) n Z2k of finite index ,
set r = r(Γ ), and let h ≥ 0 be a piecewise continuous function R/rZ→ R+.
Fix some x ∈ Tk such that the components of the vector ( tx, 1) ∈ Rk+1

are linearly independent over Q. Then, for any continuous function F ≥ 0
dominated by FR,

(5.3) lim inf
v→0

1

r

r�

0

F

(
u+ iv, 0;

(
x

0

))
h(u) du

≥ 1

µ(Γ\Gk)
�

Γ\Gk
F dµ

1

r

r�

0

h(u) du.
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If x is diophantine of type κ < (k − 1)/(k − 2), then

(5.4) lim sup
v→0

1

r

r�

0

F

(
u+ iv, 0;

(
x

0

))
h(u) du

≤ 1

µ(Γ\Gk)
�

Γ\Gk
F dµ

1

r

r�

0

h(u) du.

Proof. The proof follows from the same argument as in [8, Th. 7.3],
cf. also [9, Th. 6.8]. We may assume without loss of generality that
r−1 � r

0 h(u) du = 1. For the lower bound define

(5.5) GR(τ, φ; ξ) := F (τ, φ; ξ)(1−XR(τ)) ≤ F (τ, φ; ξ),

which is a bounded function. Therefore by Theorem 3.1 (we may ignore the
fact that GR is only piecewise continuous, cf. the footnote on [8, p. 454]),

(5.6) lim
v→0

1

r

r�

0

GR(u+ iv, 0; ξ)h(u) du =
1

µ(Γ\Gk)
�

Γ\Gk
GR dµ.

Because 0 ≤ FXR ≤ LXR + FR for R sufficiently large,

(5.7)
�

Γ\Gk
FXR dµ ≤

�

Γ\Gk
(LXR + FR) dµ� LR−1 +R−1/2

from (4.11) and a similar formula for the integral over XR, and thus

(5.8)
�

Γ\Gk
GR dµ =

�

Γ\Gk
F dµ+O(LR−1 +R−1/2),

which yields

(5.9) lim inf
v→0

1

r

r�

0

F (u+ iv, 0; ξ)h(u) du ≥ 1

µ(Γ\Gk)
�

Γ\Gk
F dµ+O(R−1/2),

for all R large enough. This proves the lower bound since R can be chosen
arbitrarily large.

Let us now turn to the upper bound. For R large enough,

(5.10) F (τ, φ; ξ) ≤ F (τ, φ; ξ)(1−XR(τ)) + LXR(τ) + FR(τ ; ξ).

In view of the lower bound and Proposition 4.2, we find that

(5.11) lim sup
v→0

1

r

r�

0

F (u+ iv, 0; ξ)h(u) du

≤ 1

µ(Γ\Gk)
�

Γ\Gk
F dµ+O(R−1/2) +O(R−η)

for some small constant η > 0, which holds for arbitrarily large R. This
concludes the proof.
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The above theorem can easily be rephrased for functions F which are

invariant under a subgroup of SL(2,Z)n
(

1
2Z
)2k

rather than SL(2,Z)nZ2k

(compare the proof of [8, Cor. 7.6]). The special choice F = ΘfΘg then leads
to the following corollary.

Corollary 5.2. Suppose that f(w) = ψ(‖w‖2) with ψ ∈ S(R+) real-
valued , and let h ≥ 0 be a piecewise continuous function R/2Z → R+. Fix
some x ∈ Tk such that the components of the vector ( tx, 1) ∈ Rk+1 are
linearly independent over Q. Then

(5.12) lim inf
v→0

1

2

2�

0

∣∣∣∣Θf
(
u+ iv, 0;

(
x

0

))∣∣∣∣
2

h(u) du

≥ k

2
Bk

∞�

0

ψ(r)2rk/2−1 dr
1

2

2�

0

h(u) du.

If x is diophantine of type κ < (k − 1)/(k − 2), then

(5.13) lim sup
v→0

1

2

2�

0

∣∣∣∣Θf
(
u+ iv, 0;

(
x

0

))∣∣∣∣
2

h(u) du

≤ k

2
Bk

∞�

0

ψ(r)2rk/2−1 dr
1

2

2�

0

h(u) du.

Proof. Apply Theorem 5.1. Proposition 2.1 ensures that ΘfΘg is domi-
nated by FR (for a suitable choice of f in the definition of FR). The right-
hand sides of (5.12) and (5.13) follow from the identity ([9, Lem. 7.2])

(5.14)
1

µ(Γ\Gk)
�

Γ\Gk
ΘfΘg dµ =

k

2
Bk

∞�

0

ψ1(r)ψ2(r)rk/2−1 dr

for f(w) = ψ1(‖w‖2) and g(w) = ψ2(‖w‖2).

Corollary 5.3. Assume Γ , r, h, x are as in Theorem 5.1. If x is
diophantine of type κ < (k − 1)/(k − 2), then, for any continuous function
F : Γ\Gk → C dominated by FR,

(5.15) lim
v→0

vk/2−1 1

r

r�

0

F

(
u+ iv, 0;

(
x

0

))
h(u) du

=
1

µ(Γ\Gk)
�

Γ\Gk
F dµ

1

r

r�

0

h(u) du.

Proof. Compare the proof of [8, Cor. 7.4].



368 J. Marklof

Corollary 5.4. Suppose that f(w) = ψ(‖w‖2) with ψ ∈ S(R+) real-
valued , and let h ≥ 0 be a piecewise continuous function R/2Z → R+.
Fix some x ∈ Tk such that the components of the vector ( tx, 1) ∈ Rk+1

are linearly independent over Q and that x is diophantine of type κ <
(k − 1)/(k − 2). Then

(5.16) lim
v→0

1

2

2�

0

Θf

(
u+ iv, 0;

(
x

0

))
Θg

(
u+ iv, 0;

(
x

0

))
h(u) du

=
k

2
Bk

∞�

0

ψ1(r)ψ2(r)rk/2−1 dr
1

2

2�

0

h(u) du.

Proof. Compare the proof of [8, Cor. 7.5].

The main results of this paper, Theorems 1.1 and 1.2, now follow imme-
diately from the above Corollaries 5.2 and 5.4, respectively.

6. Proof of the main theorems

Proof of Theorem 1.1. Corollary 5.2 yields, for every ψ ∈ S(R+),

(6.1) lim inf
M→∞

1

Mk/2

∞∑

µ=0

ψ

(
µ

M

)2

|rα(µ)|2 ≥ k

2
Bk

∞�

0

ψ(r)2rk/2−1 dr,

and, under the usual diophantine conditions,

(6.2) lim sup
M→∞

1

Mk/2

∞∑

µ=0

ψ

(
µ

M

)2

|rα(µ)|2 ≤ k

2
Bk

∞�

0

ψ(r)2rk/2−1 dr.

Given any ε > 0, we can find ψ+, ψ− ∈ S(R+) such that ψ2
− ≤ χ[0,1] ≤ ψ2

+,
where χ[0,1] is the characteristic function of the unit interval, and

(6.3)
k

2
Bk

∞�

0

[ψ+(r)2 − ψ−(r)2]rk/2−1 dr < ε.

Therefore

lim inf
M→∞

1

Mk/2

M∑

µ=0

|rα(µ)|2 ≥ k

2
Bk

1�

0

rk/2−1 dr − ε,(6.4)

lim sup
M→∞

1

Mk/2

M∑

µ=0

|rα(µ)|2 ≤ k

2
Bk

1�

0

rk/2−1 dr + ε(6.5)

for any ε > 0.
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Proof of Theorem 1.2. By Parseval’s identity,

(6.6)
1

2

2�

0

Θf

(
u+ i

1

M
, 0;

(
α

0

))
Θg

(
u+ i

1

M
, 0;

(
α

0

))
h(u) du

=
1

Mk/2

∞∑

µ1,µ2=0

ψ1

(
µ1

M

)
ψ2

(
µ2

M

)
rα(µ1) rα(µ2) ĥ(µ1 − µ2),

with the Fourier coefficients of h defined by

(6.7) ĥ(µ) =
1

2

2�

0

h(u)e

(
1

2
µu

)
du.

Thus Corollary 5.4 is equivalent to Theorem 1.2.
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