ACTION OF HECKE OPERATORS
ON SIEGEL THETA SERIES II

LyNNE H. WALLING

ABSTRACT. We apply the Hecke operators T'(p)? and T;(pQ) (1 <7< n<2k)to
a degree n theta series attached to a rank 2k Z-lattice L equipped with a positive
definite quadratic form in the case that L/pL is regular. We explicitly realize the
image of the theta series under these Hecke operators as a sum of theta series attached
to certain sublattices of %L, thereby generalizing the Eichler Commutation Relation.

We then show that the average theta series (averaging over isometry classes in a given
genus) is an eigenform for these operators. We explicitly compute the eigenvalues on
the average theta series, extending previous work where we had the restrictions that
x(p) =1 and n < k. We also show that 0(L)|Tj’.(p2) = 0 for j > k when x(p) =1,

and for j > k when x(p) = —1, and that 0(genL) is an eigenform for T'(p)?.

§1. INTRODUCTION AND STATEMENTS OF RESULTS

The Fourier coefficients of a degree n Siegel theta series tell us how many times
a given positive definite quadratic form of rank 2k over Z represents each rank
n quadratic form. Hecke operators help us study Fourier coefficients of modular
forms.

In this paper we complete the analysis begun in [12], examing the action of the
Hecke operators on the Fourier coefficients of a Siegel theta series of degree n. We
first extend the Eichler Commutation Relation, describing the image of the theta
series 6(L) under the (below defined) Hecke operators T}(p?) (1 < j <n < 2k) as a
sum of theta series attached to certain sublattices of %L. Then averaging over the

genus of L (see the definition later in this section), we find that for j < k, #(genL)
is an eigenform for T(p?), with eigenvalue

L,

X (p? .

)= { PG 20, )R 1) (6 +1) i x(p)
p =i G=D28(0, j)(pht — 1) -+ (T = 1) if x(p)

Y

where (3(n,j) is the number of j-dimensional subspaces of an n-dimensional space
over Z/pZ.
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We also show that 6(L) vanishes under Tj(p?®) for j > k when x(p) = 1, and for
j > k when x(p) = —1. Using this, we show §(genL) is an eigenform for T'(p)? with
eigenvalue

AG?) = { (" 1) P+ 1) i x() =1,
(") = 2 .
(Pt =1)-- (™ =1))" if x(p) = —1.

Let us now state our assumptions, present the relevant definitions, and outline
our strategy.

Throughout, L is a rank 2k lattice over Z equipped with a positive definite
quadratic form ). By scaling ) if necessary, we can assume L is even integral,
meaning Q(L) C 2Z. With B the symmetric bilinear form associated to @) so that
Q(v) = B(v,v), (v1,... ,v2;) a Z-basis for L, and A = (B(v;,v;)), we have

Q(a1v1 + -+ + aogvag) = (a1 -+ k) A (o -+ - qap,).

The quotient L/pL is a vector space over Z/pZ, with induced quadratic form @
modulo p when p is odd, Q' = %Q modulo 2 when p = 2. A subspace C of L/pL is
called totally isotropic if all its vectors vanish under the induced quadratic form.

Given another lattice K on the space QL, we use {L : K} to denote the invariant
factors, also called the elementary divisors, of K in L (see §81D of [8]). We write
mult(z.x1(a) to denote the multiplicity of a as an invariant factor of K in L.

The Siegel theta series attached to L is

O(L;7) => e 'CACT}
C

where C' varies over Z2*" 1 € {X +iY : symmetric X, Y € R®»" Y >0 }, and
e{x} = exp(miTr(x)). (Here Y > 0 means that the quadratic form represented by
the matrix Y is positive definite.) Since @ is positive definite and 7 > 0, the series
6(L;T) is absolutely convergent. We also set §(genl) = >, O(;L,)Q(L’ ) where L'
varies over the isometry classes in the genus of L, and o(L’) is the order of the
orthogonal group of L’. (L’ is in the genus of L if, locally everywhere, L’ and L
are isometric.) Note that some authors normalize this average to have 0-coefficient
equal to 1.

As C varies, (v1,...,v9;)C varies over all (z1,...,x,), x; € L. Let A be the
(formal) direct sum Zzy, @ --- @ Zz,, equipped with the (possibly semi-definite)
quadratic form given by T = (B(x;,x;)). Let

e{AT} = Ze{ 'GTGTY
G

where G varies over GL,(Z) (or, if k is odd, we equip A with an orientation and
let G vary over SL,(Z)). Then as the A vary over all formally rank n sublattices
of L, we have

O(L;7) = e{Ar}.

A
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Note that 6(L;7) = > ,7(A,T)e{T7} where
r(A,T) = #{C e 7**" . 'CAC =T }.

Here rank !C AC can never exceed 2k, which is why we restrict our attention to
n < 2k. (See chapter IV of [6] to read about “singular” Siegel modular forms, which
are series whose support contain only singular matrices.)

Also, (L) “transforms” under a congruence subgroup of

Spn(Z)

:{(CAV g)EGLQn(Z) AtB?CtDSymmetrlc,AtD—BtC:I}

More precisely,

0(L; (A + B)(Ct + D)™ ') = x(det D) det(Ct + D)*0(L; 7)

for all <él g) € Spp(Z) with C =0 (mod N). Here N is the “level” of L, i.e. the

smallest positive integer so that N A~ is even integral (meaning N A~! is an integral
matrix with even diagonal). Also, y is a quadratic Dirichlet character modulo N.
In fact, given a prime p, p|N if and only if L/pL is “not regular” (meaning L/pL
has a nontrivial totally isotropic subspace orthogonal to all of L/pL). Also, for
pt N, x(p) = 1if and only if L/pL is “hyperbolic”, and x(p) = —1 otherwise. (A
hyperbolic plane is a dimension 2 space with quadratic form given by the matrix

1 0

For each prime p, associated to p there are n + 1 Hecke operators T'(p), T} (p?)
(1 <j <n). In [5], we analyzed the action on Fourier coefficients of the operators
T(p) and Tj(p?) (where the T} (p?) are simple linear combinations of Ty(p?), 0 < £ <
j; see Theorem 1.1 (b) below). We did this by finding a set of coset representatives
for these operators. Then Theorem 6.1 of [5] states:

(0 1 ); a space is hyperbolic if it is the orthogonal sum of hyperbolic planes.)

Theorem 1.1. Let F be a Siegel modular form of degree n, weight k, level N, and
character x, and expand F' as

F(r) =) c(A)e{Ar}

A

where A varies over even integral positive semi-definite isometry classes of rank n
lattices, and e {A1} = Y o e{ 'GTGT} where T is a lattice giving the quadratic
form on A, and G varies over O(T)\GL,(Z) when k is even, OT (T)\SL,(Z) when
k is odd. (Here O(T) denotes the orthogonal group of T. Also, when k is odd, we
equip A with an orientation.)
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(a) The coefficient of e*{AT1} in F|T(p) is

> x([@: pADpPA (@)
PACQA

where E(A, Q) = m(1)k +m(p)(m(p) +1)/2 —n(n+1)/2, m(a) = multia.oy(a),

and QYP denotes that lattice Q scaled by 1/p.
(b) For1<j<n, set
Ti(p*) =p "0 > Bln— 0,5 — OTi(p?)

0<4<y

where B(m,r) = H::_(} 1;*::_:_—11} (so this is the number of r-dimensional subspaces
of an m—dimeﬁsional space over Z/pZ when m > r). Then the coefficient of
e*{At} in F|T;(p?) is

o X pA)pE ANy (A, Q)e(9)
PACQCIA

where Ej(A, Q) = k(m(1/p) —m(p)+7)+m(p)(m(p) +m(1)+1)+m;(1)(m;(1)+
1)/2—j(n+1), m;j(1) = m(1l) —n+j, and a;(A, Q) denotes the number of totally
isotropic co-dimension n — j subspaces of (AN Q)/p(A+ Q).

Remark. Above we wrote a Siegel modular form as a series in terms of e*{A7},
whereas we previously wrote 6(L) as a series in e{A7}, A = Zz1 + -+ + Zz,, C L.
Letting O(A) denote the orthogonal group of A as a positive-definite sublattice of
L with rankA < n, and o(A) = #O(A), one can show e{A7} = o(A)e*{AT}.

The strategy used here is essentially the same as that used in [12] where we were
restricted to x(p) =1 and 7 <n < k. As in Proposition 1.4 of [12], in Proposition
2.1 we first directly apply to 6(L;7) the matrices found in Corollary 2.1 of [5] that
give the action of the operators Tj(pQ) for x(p) = +1, n < 2k. We find that ¢;(Q2),
the coefficient of e{Q27} in G(L)ﬁ”j(pz), is a sum over A where pQQ C A C (%Q NL);
we construct all these A while simultaneously computing the summand attached to
A. (In [12], ¢;(£2) was called ¢} (£2); we hope this revised notation is more suggestive
of the quantity represented.) Then as in Proposition 1.5 of [12], in Proposition 2.2
we compute b;(2), the coefficient of e{Q7} in }Z, 0(K;) where K; varies over
all lattices in genL with pL C K; C %L, multsr. gy (1/p) = multyr.x 1 (p) = J,
X(p) = £1 and n < 2k; the geometry of L constrains this computation to j < k
when x(p) =1, j < k when x(p) = —1. Then as in Theorem 1.2 of [12], in Theorem
2.3 we use these propositions to realize §(L)|T(p?) as a linear combination of 6(Ky),
where 0 < ¢ < j and T} (p?) is a specific linear combination of the T, (p?),0<0<j
(defined in Theorem 2.3); here j < k if x(p) =1, j < k if x(p) = —1.

In Corollary 2.4 we extend Corollary 1.3 of [12], showing the average theta series
O(genL) is an eigenform for the Tj{(p2) where j < k when x(p) = 1, 7 < k when
x(p) = —1; we explicitly compute the eigenvalues.
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In Proposition 3.1, we consider j > k when x(p) = 1, j > k when x(p) = —1.
We realize 9(L)|f7- (p?) as a linear combination of O(L)|Ty(p?), ¢ < k when x(p) =1,
¢ < k when x(p) = —1. Then in Theorem 3.3, we show H(L)\T]{(pQ) =0forj >k
when x(p) = 1, 7 > k when x(p) = —1. Finally, in Theorem 3.4 we use the
preceeding results and the formula from Proposition 5.1 of [5] realizing T'(p)? as a
linear combination of Tj(pQ), 0 < j <mn, to show §(genL) is an eigenform for T'(p)?,
explicitly computing the eigenvalue.

In §4 we extend Lemma 1.6 of [12] and collect some useful combinatorial identi-
ties.

In many of our arguments we work in a quadratic space over a finite field F with
characteristic p. When p # 2, we directly apply theorems from §42 and §62 of [8].
When p = 2, we could use the results on lattices over local dyadic rings in §93 of
[8] to deduce the results we need; for completeness, in §5 we give a self-contained
treatment of quadratic spaces over finite fields with characteristic 2.

The proofs of Propositions 2.1 and 2.2 closely parallel those of Propositions
1.4 and 1.5 of [12]. The main technique is to construct and count lattices A,
pQ CAC %Q (where  is given), so that we control the structure of A. We do this
by using a two-step modulo p construction; the constructions differ in these two
propositions, but the approach is the same.

To construct and count the K; of Proposition 2.2, we first construct a dimension
4 totally isotropic subspace C of L/pL (which is a vector space over Z/pZ with
quadratic form ) modulo p if p is odd, and quadratic form %Q modulo 2 when
p = 2). We set K’ equal to the preimage of C' in L. Knowing the structure of
ZyL, we infer the stucture of Z,K’. Then in K'/pK’ (scaled by 1/p), we refine
C, building 6/, a dimension j totally isotropic subspace independent of pL; we set
pK; equal to the preimage in K’ of (Ul)l, the orthogonal complement of C’. Thus
we control both the local structure of K; and its invariant factors in L.

To construct and count the rank n lattices A C L of Proposition 2.1 where
Q0 C %L is fixed with rank n and pQ2 C A C %Q, we first note that we must have
A=Qo@ N, N C Q& Q, where Q = 2Q0 ® Q1 & pQo, & C L with O &
primitive modulo p in L (meaning (0@ Q1)NpL = p(Qo®1)). So in this two-step
process, we begin with

AleﬂL:QOEBSh@QQ,
p

then in A/pA we extend QNA = Qp DNy to Qo DN & Ay where we control
dim Ay. Letting A’ be the preimage in A of Qy @ Q; @ Ay, in A’/pA’ we extend
PQ = Qg to Qo ® U where U is totally isotropic of a given dimension ¢; this will
enable us to simultaneously compute a;(A,2) as we construct A. Then we extend
Qo ® U to Qo & Ay & Ay where U C Ay, A is independent of pA, A, is independent
of QN A, and we specify dim A;. Consequently, letting A be the preimage in A’ of
Qo ® A1 & Ay, we get

A= & (A ®pAL) ® (Ar ® pAy & p*AY)
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where Q1 = Ay @ Al, Q2 = Ay @ AL, & AY. The quantity «;(A,Q) counts the
number of totally isotropic codimension n — j subspaces of (AN Q)/p(A + Q) =
A1 /pAy & pAy/p*A,. Thus the subspaces counted by a;(A,2) that project onto
a given U of dimension ¢ in Aj/pA; is the number of dimension d — ¢ subspaces
of pAL/p?Aly where d = dy +dy — n + j, di = rankA;, d, = rankA). Hence our
construction allows us to control the invariant factors of A in €2 as we compute
7 (A, Q) .

The proof of Theorem 2.3 relies on Lemma 4.1, an extension of the Reduction
Lemma (Lemma 1.6) of [12]. Lemma 4.1 allows us to write ¢;(U L H') and
©;(U L H" L A) in terms of ¢u(U), £ < j; here U is a quadratic space over Z/pZ,
H ~ (1) (1)) is a hyperbolic plane, A is an anisotropic plane, and ¢,(U) denotes
the number of ¢-dimensional totally isotropic subspaces of U. (Recall that a space
W is totally isotropic if Q(W) = 0.) In [12], Lemma 1.6 relates p;(U L H*) to
we(U), £ < j, when t is positive. In Lemma 4.1, we handle “cancellation” of an
anisotropic plane, and ¢t negative (when this is meaningful; see discussion preceeding
Lemma 4.1). Also, when x(p) = —1, we could not formulate b;(£2) in the same way
we did when x(p) = 1 (compare Proposition 2.2 herein with Proposition 1.5 of
[12]). Thus the argument used to prove Theorem 2.3 is not identical to that used
to prove Theorem 1.2 of [12], although both proofs are simple applications of basic
combinatorial identities.

The reader is referred to [1], [3], and [7] for facts about Siegel modular forms,
and to [2] and [8] for facts about quadratic forms. See, for instance, [1], [4], [9],
[10], [11], [12], [13], [14] for earlier work on the (generalized) Eichler Commutation
Relation and the action of Hecke operators on theta series.

§2. NONZERO EIGENVALUES OF HECKE OPERATORS T} (p?)

Throughout, L is an even integral, rank 2k lattice with positive definite quadratic
form of level N; we fix a prime p, pt N. For 0 < r and any m, set

d(m,r)=€em—r+1,r) = l:I(pm_i +1), uim,r) = ﬁ(pm_i - 1),
i=0 =0

and

Hpm -1 (m,r)

=T uln)

We agree that when r = 0, the value of any of these functions is 1. (In [12] we used
the function €; here we use instead the function § which we define as a product
indexed as is the product defining (3, allowing us to more readily see similarities
between § and [3.)

Let V' be a quadratic space over Z/pZ with quadratic form @ (e.g. V = L/pL).
The radical of V is

radV={zxeV: Q)=0and B(z,V)=0}
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where B is the symmetric bilinear form associated to @ so that Q(z) = B(x, z) if
p # 2, and Q(z) = %B(:z;,x) if p = 2. It is easily seen that if V. = U L radV =
U’ L radV then U is isometric to U’, written U ~ U’. We say V is regular if
radV = {0}. A subspace U of V is called a hyperbolic plane if it has dimension 2

and its quadratic form is given by the matrix <(1) é), U is called hyperbolic if

it is the orthogonal sum of hyperbolic planes. A nonzero vector x € V is called
isotropic if Q(x) = 0. A space is called isotropic if it contains at least one (nonzero)
isotropic vector, and anisotropic otherwise; a space is called totally isotropic if
all its (nonzero) vectors are isotropic. Also, by 62:1a of [8], a regular space over
Z/pZ, p odd, is completely determined by its dimension and the square class of
its discriminant. For an analogous result when p = 2, see the discussion following
Proposition 5.4.

We let (V') denote the number of ¢-dimensional totally isotropic subspaces of
V. When p is odd, we rely on formulas from p. 143-146 [2] that give us ¢ (U)
when U is regular; when p = 2, we use Theorem 5.11. These formulas show (see
[11]) that when U is regular,

B(t, 0)o(t —1,¢) if dimU = 2t and U is hyperbolic,
we(U) =1 B(t—1,0)4(t,¢) if dimU = 2t and U is not hyperbolic,
B(t,0)o(t, ) if dimU = 2t + 1.

We have
O(L;7) = e{Ar}

A

where A varies over all sublattices of L with (formal) rank n. (So A is the external
direct sum Zzi & - - - ® Zx,, where x1,... ,x, € L.)

Let p be a prime not dividing NN, the level of L. We have n + 1 Hecke operators
associated to p, named T'(p), Tj(p?) (1 < j < n). For T one of these operators,
there is an associated matrix d so that

FIT=p"Y Flo 'y
2l
where v runs over (I NTY)\I', ' = ['1(N), IV = §T'6~1, and p” is a normalizing
factor. Here § = (pI” I ) and n =n(k —n—1)/2 when T = T'(p);

pl;
I,

)=
ol

I

and 7 = 0 when T = Tj(p*). As discussed in [5], when analyzing the action of
the operators T} (p?) on Fourier coefficients of Siegel modular forms, we encounter
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incomplete character sums. To complete these character sums, we set

Ty(p?) =" Y Bln— £, — OTe(v")
0<e<y
r—1 pm—i_1
where g(m,r) =[[;_, I;r—i_l .
In Propositions 2.1 and 3.1 of [5] we find explicit coset representatives giving the
action of each of these operators. We directly apply the coset representatives for

Tj(pQ) to get the following.

Proposition 2.1. Let 1 <n <2k, 1<j<mn, and p a prime so that p{ N (N the
level of L). Write
0(L;7)|T5(p%) = Y () e{Qr}

Q

where €} varies over even integral sublattices of %L that have (formal) rank n.
(a) Say x(p) = 1. Then

G = pPoe(@)d(k —ro — £ —1,1)B(ra,t)B(n—ro — L —t,j — 19 — L — 1)
L.t

where B = E'(,t,Q) =4k —ro—r1) +4({—1)/2+t(k—n)+t{t+1)/2.
(b) Say x(p) = —1. Then

G(Q) =) (1) pPee(@)Bk—ro—L—1,t)u(ra, t)B(n—ro—L—1t,j—10 — L —1)
0.t

where E = E'(£,t,Q) is as in (a).

Proof. (a) In Proposition 1.4 of [12] we proved a formula for ¢;(€) (there called
c;(€2)) provided x(p) = 1. Making the change of variables ¢ — j — 1 —t yields (a).

(b) As in the proof of Proposition 1.4 of [12], we directly apply to 6(L) coset
representatives giving the action of Tj (p?). The coset representatives we use are
from Proposition 2.1 of [5] (see also Corollary 2.1 and Theorem 4.1 of [5]). In
Theorem 6.1 of [5] we used these coset representatives to examine the action of
Hecke operators on Siegel modular forms with level and character. So, applying
our coset representatives to #(L) we initially get

LT =Y | Y pP9Vay(A,Q) | efQr}

ACL \ pacac %A
Q integral

_ Z Z (_1)j—mo+m2pEa’(97A)&j(A’Q) e{Q7}

1 1
aclr  \pacac(lonr)
Q integral
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where
E;(A,Q) = k(j —mo +ma) + mo(n —ma + 1)
+ (J —mo —m2)(j —mo —m2+1)/2 = j(n+ 1),
mo = mult{o.a}(1/p), ma = multyo.ay(p), and a;(A,Q) denotes the number of

codimension n — j totally isotropic subspaces of (AN Q)/p(A + Q).
Fix integral 2 C %L. Decompose ) as

1
92590@91 D py

where €); C L with rank r;, and Q¢ @ ; is primitive in L modulo p, meaning
(Q & Q) NpL = p(Qo & 1), or equivalently, dim(Qy & 24) in L/pL is ro + 7.
(Son =rg+ 11 +ry.) Take A so that pQQ C A C (%QQL) . Note that %Q NL=
QO &b Ql &P QQ. ThllS
A =Qy® (A &pA)) @ (A2 @ pAy @ p*Af)

where Ay @ A} = Q1 and Ay @ AL, & AY = Qy. Let d; = rankA,;, d, = rankA],

§ = rankAf. Thus mg = ds and me = 19 + d} + dj. Note that Qg is well-
determined up to p(€2; ® Q2), and Qg @ Q; is well-determined up to p€2s.

Exactly as we did in [12], we can construct all these A, simultaneously construct-

ing (and counting) all the subspaces of (A N )/p(A + Q) counted by a;(A, ). In
this way we find that the Qth coefficient of O(L)|T;(p?) is

¢ (Q) = Z (—1)7FrotdaFtpE o) (1) B(ra, a)pP2 kI T2 =112 8(5 dy)
O, t

Y P06y — 2, dY) B — £ db);
&) +dy =t
here x = j —rg— ¢ —t and
E=k-n)j—ro—t)+(G—ro—t)(Gj—ro—t—1)/24L({l+n—j—1r1+1).
Also, ¢,t vary subject to 0 < ¢ < j—rg, 0 <t <j—ryg—~ By Lemma 5.1 (c¢) of
[12], the sum on d} 4+ df =t becomes B(r1 +ro —x — {,t) = f(n — j +t,t). Then
by Lemma 4.2(a),
Z(—1)d2pd2(k_j+t)+d2(d2_1)/2ﬂ(l‘, dy) = (—1)j_ro_£_t/i(k—7’0—£—1,j—7’0—€—t).
do
Now, replacing t by j — rqg — ¢ — t, and noting that
p(m,r)p(m’,r)
p(r,m)

Blm,r)u(m',r) = = B(m/,r)u(m,r),

we get

G(Q) = (1) P V() B(k—ro—l—1, t)u(ra, t)B(n—ro—l—t, j—T0 —L—1);
0t

here E'(¢,t,Q) = (k—ro—711) +€({—1)/2+t(k —n) +t(t — 1) /2. This proves the

proposition. []

Next we extend Proposition 1.5 of [12].
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Proposition 2.2. Suppose 1 <j <k ifx(p)=1,1<j<kif x(p) =—1. Let K,
vary over all lattices such that pL C K; C %L, mull(r.i,) (%) = mult{L:Kj}(p) =7,
and K; € genL. Then ZKj O(K;;7) = Y0 0;(Q)e{Q7} where Q wvaries over all

even integral, (formally) rank n sublattices of %L; and
b;(Q) = pUrolimro=/2 N " pthmimrthy, ()
¢

'§(k—ro—€—1,j—7“0—£) ﬁ(k—?‘o—Tl,j—To—g)
if x(p) =1,
b;(Q) = pl—ro)(i=ro—1)/2 Z(_Dﬂpﬁ(k—j—eré)w(ﬁl)
¢

Bk —ro—Cl—=1,j—r9—4) 6(k—ro—71,j — 710 — {)

if x(p) = —1.
Proof. In Proposition 1.5 in [12] we showed that, for p # 2,

) — T j —T0— ot
bj(Q) :p(J 0)(F—ro 1)/2%_%(91 nJ)

where L/pL = (Q @ﬁg) 1L J, Q@0 ~H™, Q C.J. Using the results of §5, this
argument is valid for p = 2. Since L/pL is regular, so is J, and J is hyperbolic if
and only if L/pL is. Also, we necessarily have rq < k if x(p) =1 (and hence L/pL
is hyperbolic), and 79 < k otherwise. Decompose ; = Q;/pQ; as R L W where
R =1adQy; so W is regular. Then J = (R® R') L W L W’ where R® R ~ H",
r = dim R, and W' regular (we use 42:4 of [8] when p # 0, and Proposition 5.2
when p = 2).

(a) Say x(p) = 1. So L/pL and J are hyperbolic. Hence if W is hyperbolic,
W’ must be as well. If W ~ H? 1L A, A an anisotropic plane, then we must have
W' ~H? 1L A (some d,d'). If W has odd dimension, then so does W'.

Here dim J = 2(k —rg), dim W =ry —r, dim W' = 2(k —r¢) — 71 — 7, and (R L
W)+ = (R L W’) (which has dimension 2(k —rg) —r1). So W/ = W" 1 Hk-ro—"
and R L W' =R 1L W"” L HF 0" where W" is regular of dimension r; —r, with
W' hyperbolic if and only if W is. (See the discussion at the beginning of §4 to
make sense of W | H! when ¢ < 0.) Consequently, recalling the formulas for ¢, (*)
from the beginning of this section,

0o NJ) = po(RLW" LHF70"1) = ,(Q; L HF 70—,

We now apply our Reduction Lemma (Lemma 4.1) to obtain the result.
(b) Now say x(p) = —1. Thus L/pL ~H*! L A, and J ~ HF~"0~1 | A. Thus
with analysis virtually identical to that used above, we find

0@ NT) = (@ LHFT=1 1A,
Now apply the Reduction Lemma (Lemma 4.1). O

These last two results allow us to prove the following.
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Theorem 2.3. Say 1 <j<kifx(p)=1,1<j<kifx(p)=—1. Let K; be as
in Proposition 2.2. Set

ug(j) = (=118 — i+ q,q),  Tj0*) = > ug(i)Tj—q(p?)
0<q<j

o) = { (=1)16(k—=n+q—-1,¢)6(k—j+q—1q9) ifxp) =1,
! (=1)90(k—n+q-1,¢)8(k—j+q—1,q) ifx(p)=-1
Then
OL)T (") = D vh) | D 0(FK;—q)
0<q¢<j Kj—q
where K;_, varies subject to pL C K;_, C %L,
multip.r,_y(1/p) = multyp.,_ 3 (p) =37 —q,
and K;_q € genL.

Proof. When x(p) = 1, this is proved in Theorem 1.2 of [12]. So suppose x(p) = —1.
We show that

> uq(§)Ej—q(R)
= Z(—l)epEé'/(e’Q)w(ﬁl)ﬁ(k —rog—L—1,5—L—ro)pu(ra,j — € —r0)
V4
= 0g(j)bj—q(),

where
E(6,Q) =E'(t,j—ro—£,Q)
= —=r)—ro—1)/2+(k=n)(j—ro) =€(j —ro—L—73),
E'(¢,t,9) as defined in Proposition 2.1.
Using the formula in Proposition 2.2 for ¢;_,(€2), we have
Zuq(j)Ej—q(Q) = Z(—1)£PE/(£’t’Q)W(ﬁl)5(k — 1o — € —1,t)u(r2, 1)
q 0t

‘Zuq(j)ﬁ(n—ro—K—t,j—ro—ﬁ—t).
q

We claim the sum on ¢ is 0 unless ¢ = j — rg — £. Using Lemma 5.1 (b) of [12] with
r=n—rog—{f—t,m=j—rqg—L—1t, m =q, we have
> ug()Bn—ro——t,j—q—ro—L—1)
q
=Bn—ro—t—t,j—ro—L—1)Y (=1)p"IP3(j —rg—L—t,q).

q
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By Lemma 4.2 (a), the latter sum on ¢ is 0 provided t < j—ro—/; whent = j—ro—/¢,
the sum on ¢ is 1. Thus

> " ug(5)—q(Q) = D (=1) P D oy () Bk —r0— L1, —1ro— ) pa(ra, j—10 ).
q l

On the other hand, using Lemma 5.1 (b) of [12], and with S(m) defined as in
Lemma 4.2 (b), we have

Z Uq(j)bj_q(Q) = Z(_1)ép(j—7“o)(j—To—l)/Q-M(k—?”l _j—M)(Pe(ﬁl)
q L

Bk —ro—L—1,j =19 = £)S(j — 10 — £).
Applying Lemma 4.2 (b) completes the proof. [J

We say K lies in the genus of L, denoted K € genL, if for all primes ¢, Z,K ~
ZgL. With o(K) the order of the orthogonal group of K, we set

O(genl) = Z

clsK

where clsK runs over all isometry classes in the genus of L. (Note: Sometimes
people use O(genL) to refer to the normalized average

1 1
0(K
massLC%;{o(K) (K)

where massL = Y ;. x O&{) y
Corollary 2.4. Suppose j < k when x(p) =1, and j < k when x(p) = —1,
0(genL)|T;(p*) = X;(p*)0(genL)
where
N (p?) =
{ p IR, P+ DR D) (M + 1) i x(p) =1,

pIE=m+iG=D/280n )k — 1, §) if x(p) = —1.

Proof. The case x(p) = 1 was treated in Corollary 1.3 of [12]. So suppose x(p) =
—1. We average across the identity of the theorem, getting

1
O(L’) sz_q Q(Kj*q)

B(genl)|T](p*) = Y vq(j) [ D

q clsL’
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(Here clsL’ varies over genL.) As we argued in the proof of Corollary 1.3 of [12],
we have

1 ry m(m—1)/2 1 /
clsZL/ O(L’) %6<Km) = CISZK/p ( )/ (‘pm(L/pL) . O(K/)G(K )

Here the lattices K, pL' C K/, C %L’ , vary as in Proposition 2.2, and clsK"’ varies

over genL. Thus ) ﬁG(K’) = 6(genL), and so

0(genL)|T;(p*) = A;(p*)0(genL)

where \;(p*) = 3, vy (j)plU—DU=a=D/2,  (L/pL). Since x(p) = —1, we know
L/pL ~H*=1 1 A; thus using the formula for ¢,(U) presented at the beginning of
this section, we have

m—1

k—i k—i—1 _
enlLipt) = T P
=0

Thus again using Lemma 5.1 (b) of [12], we get \;(p?) = pU=D28(k —1,45)8(5)
where

= (k,m)B(k — 1,m).

J
S() =Y p? VP G5(k —n+q—1,9)5(k, j — 9B, q)-

q=0

To evaluate S(j), we use the identity

to split the sum defining S(j) into a sum on 0 < ¢ < j and on 1 < ¢ < j. Then we
replace ¢ by ¢+ 1 in the second sum. Arguing by induction on d with the hypothesis
S(j) = p¥*=") p(n — j + d,d)S(j — d) now easily gives us the value of A (p?), as
claimed. [

§3. VANISHING OF THETA SERIES UNDER
HECKE OPERATORS, AND 0(GENL)|T(p)?

As in the preceeding section, L is an even integral, rank 2k lattice with positive
definite quadratic form of level N; we fix a prime p, p{ N.

Although Proposition 2.1 is valid for all values of j < n < 2k, the geometry of
L/pL presents an obstruction to extending Proposition 2.2 for j > k when x(p) = 1,
and for j > k when x(p) = —1. However, given even integral

1 1
Q=-QyB QN EpQly C L
b p

with Qy @ 7 primitive in L modulo p (meaning (o © 1) NpL = p(Qy & 1)),
we necessarily have ro = rankQy < k if x(p) = 1, 7o < k if x(p) = —1. Thus all
the Q C %L that arise when describing 6(L)|Tj(p?) for “large” j (i.e. j > k when
x(p) =1, 5 > k when x(p) = —1) have already been considered when describing

0(L)|T; (p?) for small j. In fact, we find the following.
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Proposition 3.1. Forq >0, a > 1, set

()_{(—U%“““”Ma+q—L@Mn—k+%a+® if x(p) =1,
YU (c1)apret 280+ g —1,9)8(n —k+ 1+ qa+q)  if x(p) = —1.

Then

O(L)| Tera(p®) = O] | Y wo(a)Ti—q(p°)
0<q<k

when x(p) =1, and

O(L)| 140 (0®) = O(L)] | D wal@)Tio1-q(p?)

0<q<k

when x(p) = —1.

Proof. The proofs for the cases x(p) = 1 and x(p) = —1 are virtually identical, so
we present only the case when x(p) = 1.
We prove

Cr+a(Q2) = Z Wq(a)Cr—q(€2).

0<q<k

In our formula for ¢;(€2) given in Proposition 2.1, only one term is dependent on j.
Thus proving our claim reduces to proving that for 0 < /¢ < k—rp, 0 <t < k—ro—4,
and x =k —rg — £ —t,

Z wy(a)fn —k+z,2—q)=0(n—k+z,2+a).

0<g=<z
By Lemma 5.1(b) of [12],
B(n—k+ 2,2 — )B(n— k+q,a+0) = B — k+ 2,2 + )z +a,z — q).

This identity together with Lemma 4.2(c) establishes the claim. O

We want to state our main results in terms of T7(p?) rather than fj (p?). To aid
with this, we have:

Proposition 3.2. Let T}(p®) be defined as in Theorem 2.3. Forr > 1, T, (p?) =
Zogqgr B(n—q,r— Q)Té‘

Proof. We evaluate the right-hand side_expression by first replacing g by r — q,
then substituting for Tr’_q in terms of T,._,_;, 0 < ¢ < r —q. Then we replace ¢
by r —q —¢. This gives us a sum over 0 < ¢ < r, 0 < i < r — g, or equivalently,
changing the order of summation, a sum over 0 <7 <r, 0 < g <r —i. Finally, we
evaluate the sum on ¢ using Lemma 4.2 (¢). O

Now we can prove:
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Theorem 3.3. Say 1 <a<kifx(p)=1,1<a<k+1ifx(p)=-1. We have
0(L)|Ty 1, (p?) =0 when x(p) =1, and O(L)|T;_,,,(p*) = 0 when x(p) = —1.

Proof. Say x(p) = 1. By Proposition 3.1, we see

O(L) Tiva = Y wy(@)8(L)|Tiy.
0<q<k

Using also Proposition 3.2, we find

O(L)|Th = 0(L)| > wyla)B(n— Lk —q—0T; =Y Bn—rk+a—r)T].
q,¢ r

Here 0 < r < k+a;also, 0 < qg<k, 0</¢<Fk—q,orequivalently, 0 < ¢ < k,
0 < g <k —{. Using first Lemma 5.1(b) of [12] and then Lemma 4.2(c), we find

Z wy(a)B(n — L,k — 1 —q)
0<q<k—t
=Bn—tk—L+a)) (1)1t 280+ q—1,9)8(k — L+ a,k—L—q)
q

=pn—~Lk—1{+a).

Thus O(L)|T},, = 0, and O(L)|T},, = —0(L)|>_, B(n — r,k + a — r)T] where
k <r < k+ a. Hence by induction on a, 0(L)|T} ., = 0 for all a > 1.
When x(p) = —1 the proof is virtually identical. [J

In Proposition 1.4 of [12] we showed that if n < k then
0(genL)|T'(p) = e(k — j,n)0(genL’) = 6(k — 1,n)0(genL’)

when x(p) = 1, and genL, = genL’ when y = 1. (In fact, for primes ¢ # p,
ZoL' ~7Z4L, and Z,L" ~ Z,L. If (%) = 1 for all primes ¢g|N, then genl’ = genL

and so 6(genL) is an eigenform for T'(p).) Using Lemma 4.1, we can show this holds
for all n < 2k. We can also extend this result to include T'(p)?, x(p) = *1.

Theorem 3.4. Say n < 2k.

(a) If x(p) = 1 then 0(genL)|T(p) = 6(k — 1,n)0(genK*/?) where pL C K C L with
ZpKl/p ~ Z,L. When x =1, genKK = genL and so §(genL) is an eigenform for
T(p).

(b) If x(p) =1 then 6(genL)|T(p)* = (6(k — 1,n))20(genL).

() If X(p) = =1 then 0(genL)|T(p)? = (u(k — 1,n))0(genL).

Proof. (a) Lemma 4.1 extends Lemma 1.6 of [12], which allows us to prove this
result for n < 2k, just as we did for n < k in [12].
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The proofs of (b) and (c) are virtually identical, so we prove (c). By a straight-

forward extension of Proposition 5.1 of [5] with x(p) = —1, we have
T(p)? = Y (1) Iprn=dHiG+D/2ond /2 ()2),
0<j<n

Replacing j by n — j and then using Proposition 3.2,
T(p)* =) (—1)pU-DRHE g0 — )T},

7,7
where 0 < j <n, 0<7r <n-—7j,orequivalently, 0 <7 <n, 0 <j <n—r. Using
that B(n—r,j) =p'B(n—r—1,5)+ B(n—r—1,j — 1), we split the sum on j into
asumon 0 <j<n-—randasumon0<j<n—r. Then we replace j by 7 + 1
in the second sum and simplify to get

T(p)?= Y (~1)""ulk—1—rn—rT(p%).

0<r<n

Thus 6(genL)|T(p)? = A\0(genL) where
A= (_1)71 Z (_1)Tp7“(’r'71)/2+7“(kfn)u(k, —1—-rn-— T)M(k -1, r)ﬁ(n,r)

0<r<n
= (—1)"ulk — 1, m)S(n, k — )
where S(n,k — n) is defined and evaluated in Lemma 4.2(a). We quickly find

2
A= (u(k—1,n))".
A similar argument shows that when x(p) =1,

6(genL)|T(p)? = (6(k — 1,n))’8(genL). O

§4. LEMMAS ON QUADRATIC SPACES OVER Z/pZ

In this section we rely on §42 and §62 of [8] for results on quadratic spaces over
a field F with p = charF # 2. One can deduce from §93 of [8] the corresponding
results when p = 2; for completeness we present the results we need in §5.

Our first goal of this section is to prove our Reduction Lemma (Lemma 4.1),
critical to the proof of our main theorem. This lemma focuses on a general formula
that counts totally isotropic subspaces of fixed degree within any given quadratic
space over Z/pZ. In [12] we proved a formula to allow us to “cancel” hyperbolic
planes from the expression ¢,(U L H') provided ¢t > 0. In Lemma 4.1 we extend
this result to allow t < 0, and to allow us also to cancel anisotropic planes.

Note that if U ~ W L H' for some ¢ > 0, then U L H~! is meaningful. Also,
by 42:16 [8] and Theorem 5.7, if U ~ W L H' ~ W’ L H' then W ~ W’ (and
so U L H™" is well-defined up to isometry whenever the expression is meaningful).
Similarly, if U ~ W L H' L A, ¢t > 0, then U L H* 1 A~! is meaningful,
and since H 1 H ~ A 1 A, we can write this as U L. H™'"2 1 A. Also, by if
U~W LH L A~W LH L A then W ~ W’ (see 42:16 of [8] when p is odd,
and Theorems 5.7 and 5.9 when p = 2). Thus U L H~* 1L A~ is well-defined up
to isometry whenever the expression is meaningful.
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Lemma 4.1 (Reduction Lemma). Let U be a dimension d space over Z/pZ,
(>0 andt€Z sothat U L H' (resp. U L H' L A) is defined.

(a) @o(U LH) =S p"H0§(d — 14+t — 1,6 — r)B(t, £ — 1), (U).
(b) oo(U LH LA) =S (=1)pr =08 d 4+t —r, 0 — )5t + 1,0 — 7)o, (U),

Proof. (a) We established this for ¢ > 0 in Lemma 5.1 [12]. Now fix ¢ > 0, and say
W ~U L H? (in other words, W is a lattice so that U ~ W 1 H'). Then using
that 6(m,r")d(m —r',r) = d(m,r + '), we get

J4
SO P — 1 =t — 10— 1) F(—t, € — )i (U)
r=0

¢
= Zp(g_r)(_t_r)(S(d —1+t—L+rr)B(—t,r)pr—r(W L H)
r=0

= p DG (d — 1 —t — g, 0 — q)p(W)S(L - q);

T7q

here 0 <r </, 0<qg</{—r,orequivalently, 0 < ¢ < /¢, 0<r </{—gq, and
S(m) => pr M B(—t, r)B(t,m — ).
r=0

By definition, we see 3(—t,r) = (=1)"p~ "= 7("=1/23(t+r—1,r). Using this identity
and Lemma 4.2 (¢) (with y = 0,a =t), we see S(m) = 1 if m = 0, and 0 otherwise.
Thus our final sum on ¢, r simplifies to be o, (W) = (U L H™"), proving part (a)
of the lemma.

(b) We first establish the lemma for t = 0. If d = 0 the claim is trivial. If d > 0
and U is anisotropic then either U ~< ¢ > (¢ # 0) or U ~ A. The claim is easily
established in either case, noting that < e >1 A ~ H 1< —je > where (%) =-1,

and A L A~H | H. Also recall that f(d —k,¢ —k)=0if £ >d > 0.

Now suppose U is isotropic. Then either U ~W 1< 0>or U ~W L H. When
d=1or2,ie. U~<0>,<0,0> or H, the claim is easily established.

We argue by induction on d, so now we suppose d > 2 and that the lemma holds
for spaces of dimension less than d.

First suppose U ~ W 1< 0 > . Then a dimension r totally isotropic subspace
of U projects onto a dimension r or r — 1 totally isotropic subspace of W. Thus

QOT(U) = pr(pT(W) + Sor—l(W)a

and similarly,

pe(U LA) =p'oi(W LA)+ @i (W LA).
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In any case, dim W = d — 1 so the lemma holds for ¢, (W L A). Using this, we get
pe(U L A) = (1) P pe(W)
S L (W)L, - 7 1)
7- (B(d—r.t—7)+p*B(d—r—1,0—7)].
On the other hand,

L

D NPTV L = 1)B(d — v b =), (U)

() W)

EZ: r r(r £+42) (W)
(1,

(L l—r—1)[Bd—rL—7)+p*Bd—71—1,0—71)].

Thus the lemma holds for U of dimension d, U ~ W 1< 0 > .
Now say U ~ W 1 H. Then by Lemma 4.1 [12] we have

or(W LH) =p o (W) + (7" + Dgp_1 (W)

and so po(U L A) = plpe(W L A) + (pP™1=" + 1)pp—1 (W L A). Applying our
induction hypothesis to ¢.(W L A) and simplifying,

¢
po(U LA) =Y (—1)p 2 (W)8(2,0 —r)B(d —r — 1,0 —7)
r=0

On the other hand, applying Lemma 1.6 [12] on ¢, (U) = ¢, (W L H), we find

¢
D (=0 IS (1, 0= 1) B(d — 7, £ — ) (U)
r=0
V4
= (=)o, (W)S(2, 6 = r)Bd—r — 1,6 —7)
r=0

This proves the lemma for U ~ W 1| H, d = dim U. Induction on d now shows the
lemma holds for ¢t = 0 and all ¢,d > 0.
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Now fix ¢ > 0, and say the lemma holds for this ¢ and all ¢,d > 0. By Lemma
4.1 [12] and then the induction hypothesis, we get

(U LHTE L A)
=ploe(U LH L A)+ (pP2+3=¢ £ 1),y (U LH' L A)

£
=p" ) (=) o (U)s(t+ 1,0 —r)B(d+t =7, 0 — )
r=0

/—1
+ (pd+2t+37£ + 1) Z(_1>rpr(t+27é+r)gor(U)
r=1
ot +1,0—r—-1)pd+t—rl—r—1)
l
= Z(—l)rp“t“—”ﬂa(t +2,0—P)B(d+t+1—710—71).(U),

r=0

as claimed. Induction on ¢ now shows the lemma holds for all ¢,¢,d > 0.

To show the formula holds for ¢, (U L H™* L A) when t > 1, weset W =U L
H* LA SoW=~U LH"™ L A (recall H L H~ A L A so H* | A=t ~H!"2 |
A). Then we proceed just as we did to verify our formula for (U L H™!), noting
that 0(—t + 1,s) = p(—ttDs=s(s=1)/25(5 4+ — 2 5) and using Lemma 4.2(b).

Finally, to prove our formula for ¢,(U L H~' L A), we proceed by induction
on ¢ > 0. The formula clearly holds for £ = 0. So assume the formula holds for
w1 (U L H™! 1L A). By what we have already proved,

(U LH™ LA) LH) =plop(U LH LA+ 1) (U LH L A).

Also, we know @,((U L H™' L A) L H) = ¢,(U L A). Thus using our formula
with ¢ = 0, our induction hypothesis, and straightforward simplification, we get

p fp(U LH L A)
£—1
= -+ 1) (=)0, —r = 1)B(d — 1 — 1,0 — 1 — 1), (U)
r=0

(=1)"p 81,0 = 1) B(d = 1, f = ), (U)

M~

+

~
o

~
[

(1) =DH5(0,6 = 1)B(d — 1 — 7.0 = 7)o, (U).

Il
=

‘s

This finishes proving the lemma. [J

In the following lemma we collect some identities we found quite useful.
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Lemma 4.2. Fiz a,m,y € Z with a,m > 0.
() Set S(m.y) = Yoeqem(~ 111/ B(m,q). Then S(m.y) = (~1)"a(y +
m —1,m).
(b) Let S(m) = Y gcqcpm(—1)1pHatD2H=m)§(q —1 + q,¢)0(a +y,m — q)B(m, q).
Then S(m) = (=1)"u(y,m).

(¢) Let S(m) =Yg yep (—1)ap?atD/2Ha=m) (0 —1 4 ¢, g)p(a + y, m — q) B(m, q).
Then

1
D (—1)rprlatVERaymmg(g — 1+ q,q)B(a+y,m — q) = ————S(m),

and S(m) = p(y,m).
(d) Let S(m) = Y o<gem (=11 2pu(a +m — q,m — q)u(b, q)B(m, q). Then

Sm) =Y (=) 25(a+m —q,m — q)5(b,q)B(m, q)

0<g<m
_ (_1)mpam+m(m+1)/2lu(b —a-—1, m)

Proof. The method of proof is virtually identical for all these claims, so we prove
here only one of the claims made in (d) and we comment on how to adapt this
proof to prove the other claims in the lemma.

Using that S(m,q) = p?8(m — 1,q) + B(m — 1,q — 1) when 0 < ¢ < m, we can
separate the sum defining S(m) into a sum on 0 < ¢ < m and a sum on 0 < ¢ < m.
Then replacing ¢ by ¢ + 1 in the second sum, we find

Stm)= > (=11 2u(a+m—q—1,m—q—1)u(b,q)B(m—1,q)

0<g<m
[Pttt = 1) — p(p* 1 = 1)]
_ _pa—i-m(pb—a—m o 1)5(m o 1)

Arguing by induction on d with the hypothesis
S(m) = (=1)dpHlatm)=dd=172),h _ 4 —m4+d—1,d)S(m — d),

we show S(m) = (—1)mp@mtm(m+1)/2,(b — a — 1,m), as claimed.
A virtually identical argument (with p replaced by &) proves the other claim in

(d).
To prove (a), (b), and (c), we split the sum as above, and, as above, we then
shift the variable in one sum and simplify. For (a) we use the induction hypothesis

S(m,y) = (-1)%u(y +d —1,d)S(m — d,y + d);
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for (b) we use S(m) = (—=1)%u(d + y — m,d)S(m — d). To prove (c) we use the
identity

Bla—1+q,q)Ba+y,m—q)

v P p(m, m)
~ p(m,m) pla—1+g.qpla+y, Q)u(q, qQp(m —q,m —q)
1

= pwla—14q,q)pu(a+y,m—q)B(m,q),

and the induction hypothesis that S(m) = (u(y — m +d,d)/p(m,d))S(m — d). O

§5. QUADRATIC SPACES OVER FIELDS OF CHARACTERISTIC 2

Let F be a characteristic 2 field of order ¢, V a finite-dimensional space over
F with quadratic form @’ and symmetric bilinear form B such that Q'(z + y) =
Q' (x)+ Q' (y) + B(x,y). (This is the relative scaling between Q' and B used in [2].)
Note that B(z,x) = 2Q’(x), so every vector is orthogonal to itself.

Define the radical of V' to be

radV ={zeV: Q' (z) =0and B(z,V) =0 }.

We say V is regular if radV = {0}. Clearly radV is a subspace of V, and V =
radV L U for some regular subspace U. While U is not uniquely determined, if
V =rad L U =radV L U’ then there exist bases (u1, ... ,uq), (u1+21,... ,uq+2q)
for U, U’ where z; € radV, and so U ~ U’. As ever, we say a nonzero vector x € V
is isotropic if @Q’(z) = 0, and V is isotropic if it contains a (nonzero) isotropic vector
(and anisotropic otherwise). We say V' is totally isotropic if all its nonzero vectors
are isotropic. A hyperbolic plane is a dimension 2 space H with a basis =,y so that
Q'(x) = Q'y) = 0, Bla,y) = 1.

In the following we make frequent use of the fact that F?2 = F (recall v — ~?2
is a homomorphism from F* to F* with kernel {1}). We also make use of the
consequence that an anisotropic line represents every element of F exactly once.

Proposition 5.1. Say V is regular with dimV > 3. Then V s istropic.

Proof. 1t suffices to consider dimV = 3. Let x1,z2,x3 be a basis for V. If z; is
isotropic for some 4, then we are done. So say Q' (z;) # 0 for all i. If B(z1,22) =0
then we can choose 7 so that yx; +z5 is isotropic. So suppose B(x1,z2), B(z1,x3) #
0. Then we can choose § so that B(x1,z2 + dx3) = 0, and then we can choose v so
that yr1 + (z2 + dzg) is isotropic. O

Proposition 5.2. Say V is reqular and x € V s isotropic. Then x lies in a
hyperbolic plane that splits V.

Proof. Since V is regular, there is some y € V so that B(x,y) # 0. We can scale y
so that B(z,y) = 1. If Q' (y) = 0 then Fx @& Fy is a hyperbolic plane. So suppose
Q'(y) # 0. Then Q'(y)x + y is isotropic, and Fz & Fy = Fz & F(Q'(y)z + y) is a
hyperbolic plane.
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Let x,y,21,...,2q4 be a basis for V, Q'(z) = Q'(y) = 0, B(z,y) = 1. Set
zi = z; + B(zi,y)x + B(z, x)y. Then z,y, 2], ...,z is also a basis for V, and each
2z} is orthogonal to z and y. Thus Fz @ Fy splits V. O

Note that these two propositions imply that for V regular, V ~ H? 1 W where
W is anisotropic of dimension 0, 1, or 2. Since F? = F, any two 1-dimensional
regular spaces are isometric, and hence any two regular spaces with dimension
2d 4+ 1 are isometric.

The following proposition shows that an anisotropic plane, i.e. an anisotropic
space of dimension 2, cannot be diagonal.

Proposition 5.3. Say V s reqular with an orthogonal basis x1,...,Tn,. Then
m=1.

Proof. Tt suffices to show that Fax 1 Fy is not regular. If either x or y is isotropic
then this is clear. Otherwise, we can choose v € F so that Q'(x + vy) = Q'(z) +
v2Q'(y) = 0 (recall F? = F). Then we also have B(x,x + vy) = B(y,x + vy) = 0,
showing V' is not regular. [

In what follows we use H = {y?> 4+~ : v € F }. Since v +— 72 + v is a homomor-
phism of the additive group F with kernel {0,1}, H is an additive subgroup of F
with index 2.

Proposition 5.4. Let W be a regular plane. Then W has a basis x,y so that
Q' (x) = B(z,y) = 1, and W is a hyperbolic plane if and only if Q' (y) € H =
{v*+~: v €F }. Further, for W anisotropic and € ¢ H, W has a basis x,y so
that Q'(x) = B(z,y) = 1, Q'(y) = ¢.

Proof. Let v,w be vectors so that W = Fx & Fy. By Proposition 5.3, we know
B(z,y) # 0. Thus by swapping x and y, or by replacing = by = + y, we can assume
Q'(x) # 0. Then, since F? = F, we can scale x to assume Q'(x) = 1, then scale
y to assume B(z,y) = 1. Let ¢ = Q'(y); we see W is isotropic if and only if
a? +aff+ 3% = 0 for some a, $ not both 0. Thus W is isotropic if and only if ¢ = 0
or e = (a/B3)% + (a/B) for some «, 3 € F. Hence by this together with Proposition
5.2, W is hyperbolic if and only € € H.

Now say W is anisotropic and € ¢ H. We have W = Fz @ Fy, Q'(z) = B(z,y) =
1, Q' (z) = B(z,y) =1, Q'(y) € H. Since H has index 2 in F, we have ¢ + Q' (y) €
H, so e+ Q' (y) = 7? +~ for some v € F. Thus W = Fz @ F(yx + y), with
Q'(z) = B(z,vz +y) =1,

Q' (vz+y) =7Q'(x) +vB(z,y) + Q'(y) =¢. O

Note that this proposition shows all anisotropic planes are isometric, and thus
we simply use A to denote an anisotropic plane.

When working over a finite field of odd characteristic, we determine the structure
of an orthogonal sum of regular planes W7 L --- 1 W,, by determining whether
(=1)mdWy - - - dW,, is a square; here dW denotes the discriminant of W, or equiv-
alently, the determinant of a symmetric matrix representing the quadratic form on
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W. In the characteristic 2 case, Proposition 5.4 (above) and Proposition 5.5 (below)
show that the structure of an orthogonal sum of regular planes V =Wy 1L --- 1L W,
is determined by whether

Q)+ +Qym)eH={y+7: yeF},

where W; = Fa; + Fy;, Q'(x;) = B(xy,y;) = 1; if Q' (y1) + -+ + Q' (ym) € H then
V ~ H™, and otherwise V ~ H™~1 1 A.

Proposition 5.5. With A an anisotropic plane and H a hyperbolic plane, A L
A~H 1 H.

Proof. Say W = Fx @ Fy, W’ = Fa’ @ Fy’ are anisotropic planes; so by Proposition
5.4 we can assume Q'(z) = Q'(¢') = B(x,y) = B(2',y') =1, Q'(y) = Q') = ¢
for some ¢ ¢ H. Then W L W/ = U L U’ where U = F(x + 2') ® Fy, U’ =
Faz' @& F(y +y'). Proposition 5.2 shows that U, U’ are hyperbolic planes. Thus we
have

ALAW IW =U LU ~H LH O

In Theorem 5.7 we prove a “cancellation” theorem, showing H can be cancelled
across an isometry. We first establish the following lemma. Note that the proofs of
Lemma 5.6 and Theorem 5.7 mimic the proofs of Proposition 93:12 and Theorem
93:14 of [8].

Lemma 5.6. Say V =W 1L U, W = Fa & Fy a hyperbolic plane with Q'(x) =
Q' (y) =0, B(z,y) =1. Say z € U; set W =F(x + z) ®Fy. Then W' ~ H and
V=W LU withU~U".

Proof. By Proposition 5.2, W' ~ H. We define o : U — V by
o(u) =u+ B(u, 2)y.

Thus o is a linear transformation, and since u, y are linearly independent when u #
0, o is injective. Also, recalling that W is orthogonal to U, we find Q' (cu) = Q'(u),
and B(ou,z+ 2) = 0 = B(ou,y). Thus o is an isometry taking U into U’ (since U’
is the orthogonal complement of W’ = F(x + z) @ Fy). Since U, U’ have the same
(finite) cardinality, we must have cU = U’. [

Theorem 5.7. Say V is reqular, and W is a subspace with W ~ H, a hyperbolic
plane. Then V. =W L V' where V' is reqular with dimV’ = dimV — 2, and V'’
is hyperbolic if and only if V is. In fact, if V.~ W L U and V ~ W' L U’,
W ~W'~H, then U ~U".

Proof. We prove the second statement; examining the structure of U along the way
proves the first statement.

Choose isotropic x,y,z’,y" so that B(x,y) = B(z',y') = 1, and W = Fz @ Fy,
W' =Tz & Fy'.
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(a) Say = = 2’. We can realize ¢y’ as yx + o0y + 2z, z € U; since B(z,y') =
B(2',y") = 1, we must have § = 1. So

W =Fz ®F(yz +v), W' =Fx ®F(yx +y + 2).

By Lemma 5.6, U ~ U’.

(b) Say W is not orthogonal to W’; we reduce the problem to case (a). By
assumption, B(yz+dy, vy 2’ +8"y") # 0 for some v, §,~/, 6’; without loss of generality
we can assume B(x,y’) = 1. Set W = Fx & Fy’, a hyperbolic plane. So by
Proposition 5.2, V.= W"” 1L U”, and by (a), U ~U"” and U’ ~ U". Hence U ~ U’.

(c) Say W is orthogonal to W’; we reduce the problem to case (b). Set W =
Fx & F(y + v'), a hyperbolic plane. Note that W, W’ are not orthogonal to W,
since B(z,y+vy')=1=B(x',y+4'). Soby (b), U ~U" ~U'. O

In Theorem 5.9 we prove that one can cancel an anisotropic plane across an
isometry. To prove this we need the following, which is an approximation of being
able to split a space with an anisotropic vector when dim V' is even.

Proposition 5.8. Say V' is reqular and isotropic of even dimension, and v is an
anisotropic vector of V.. Then v lies in a hyperbolic plane U that splits V asU L V',
and v+ =Fv L V.

Proof. First say V' is hyperbolic. So
V=Fzx;®Fy;) L -+ L (Fayq @ Fyq),

where z;,y; are isotropic with B(xz;,y;) = 1. Hence v = x + y where x = ), v,;,
y = >, 0;y; are isotropic and B(x,y) = Q'(v) # 0. Thus v € Fx @ Fy ~ H.
Now say
V = (Iﬁ‘xl @Fyl) 11 (F:L’d@ﬂ?yd) 1 W,

where x;, y; are isotropic with B(x;,y;) = 1, and W ~ A (an anisotropic plane). So
v=x+y+wwhere z =) vix;, y =), 0;y;, w € W. If w=0 then this reduces
to the preceeding case. So say w # 0; hence Q'(w) # 0. Say x # 0; then ~; # 0 for
some i, so B(v,y;) = v # 0 and hence Fv @ Fy; ~ H, proving the claim. So now
suppose x = y = 0. Choose u € W so that Fw & Fu = W; since W is anisotropic
and F? = F, we can scale u to assume Q’(u) = 1. Then x; + y; + u is isotropic,
B(w,z1+y1 +u) = B(v,u) #0,s0 Fw ® F(z1 +y1 +uv) ~H. O

Theorem 5.9. Say V is reqular and W is a subspace with W ~ A, an anisotropic
plane. Then V. =W L V' where V' is reqular; when dimV is even, V' is hyperbolic
if and only if V is not. In fact, if V.=U LW =U" L W' with W ~ W' ~ A, then
U~U'.

Proof. We first prove the theorem for dim V' even; then, using this, we prove the
theorem for dim V' odd.

So we first suppose that dimV = 2m, m > 1; if m = 1 then V = W and we are
done. So suppose m > 1; thus V is isotropic by Proposition 5.1. By Proposition
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5.4 we know that for some v,w, W = Fv @ Fw where Q'(v) = B(v,w) = 1,
Q(w)¢g€ H={y¥*+~: v€TF} Soby Proposition 5.8, v = x + y where x,y
are isotropic, B(z,y) = Q'(v) = 1. Then by Theorem 5.7, V = (Fz & Fy) L U,
U regular of dimension 2(m — 1), and U hyperbolic if and only if V is. Thus
w = az + By + u for some v € U and o, € F; so a + f = B(v,w) = 1. Hence,
noting that o +1 = 3, we have w = a(z +y) + (y + u) and so

W =Fx+y) ®F(y +u),

where Q'(z+y) = Bx+ 1,y +u) =1, Q(y + v) = Q'(u).

To prove the second statement of the theorem when dim V' is even, we separate
the cases of U isotropic and U anisotropic; we continue to assume w = ax + By +u
with conditions as above.

First suppose U is isotropic. Then by Proposition 5.8, u = z’ + 3’ where 2/, 3’
are isotropic with B(z',y’) = Q'(u). Hence by Theorem 5.7, V. = (Fx @ Fy) L
(Fz’ @ Fy') L U’ where U’ is regular of dimension of 2(m — 2), and hyperbolic if
and only if Vis. So W = F(z +y) @F(y + 2’ +v'), and W+ = W’ L U’ where
W =Flx+y+y2)dF(@' +v), Q' (u) =1. SoV =W L W’ L U’. By direct
computation, or by Proposition 5.5 and Theorem 5.7, W' ~ A.

Next say U is anisotropic. Thus m = 2 and U is an anisotropic plane. Choose
z € U so that U = Fu @ Fz with B(u,2z) = 1. Thus W =F(z + y) ® F(y + u) and
Wt =F(x +y+ 2) ®Fu. Hence U = W L W+. By direct computation, or by
Proposition 5.5 and Theorem 5.7, W+ ~ H.

For dim V' even, the last claim of the theorem now follows easily from Proposi-
tions 5.1, 5.2, and 5.4.

Now suppose dim V' is odd. Thus, as discussed following Proposition 5.2, V' =
V' 1 Vp where V' ~ H%, Vj is anisotropic, and necessarily dim V, = 1. Since any
vector (and hence any line) is orthogonal to itself,

Vo={ueV: B(u,V)=0 }.

Note that with W ~ A, W C V, we must have W NV = {0}. Thus we can
decompose V as V =V, L V' where W C V', and V' is regular of even dimension.
Then by the previous part of this proof, W splits V', and so W splits V. Also,
ifdmVisoddand V=U LW =U" L W with W ~ W' ~ A, then U, U’ are
regular with dim U = dim U’ odd, and so by Propositions 5.1 and 5.2, U ~ U’. J

We finish this section with two results regarding totally isotropic subspaces.

Proposition 5.10. Say V is reqular and R is a totally isotropic subspace of V' of
dimension r. Then V contains an r-dimensional subspace R’ so that R ® R’ ~ H"

(and thus R ® R’ splits V).

Proof. We argue by induction on r. If r = 1 then the result follows by Proposition
5.2.

So say r > 1. Choose isotropic € R. Since V is regular, there is some y € V
so that B(x,y) # 0 and so by Proposition 5.2, Fr & Fy ~ H; hence by Theorem
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57,V =(Fz@Fy) L V', V' regular. Also, we can choose totally isotropic W C V'
of dimension r» — 1 so that R = Fz L W. Induction gives us that V' contains
W W' ~H"~L. Setting R’ = Fy L W’ completes the proof. (I

Remark. Say V is regular of dimension 2/, and U is a subspace of dimension d.
Thus U = R L W, R = radU, W regular of dimension d — r, r = dim R. By the
above proposition, there is a dimension r subspace R’ in V so that R ® R’ ~ H"
and V = (R® R') L V', V' regular of dimension 2(¢ — r), and V' hyperbolic if
and only if V' is. Since U = R L W and W C Rt=R L V', we can adjust W to
assume W C V'. By Propositions 5.1, 5.2, W ~ H' L W’ where W’ is anisotropic
of dimension 0, 1 or 2. (So d =7 + 2t +dim W".)

Say dim W’ = 0. Then by Theorem 5.7, V! = W L V" where V" is regular of
dimension 2(¢ — r — t), with V" hyperbolic if and only if V' is. (Note that V' is
hyperbolic if and only if V' is.) Then

R L Ht-t if V is hyperbolic,

Ut=R1V"~ { , . -
R 1 Hfmt=1 | A otherwise.

Next, say dim W’ = 2. Then using Theorem 5.9 and arguing essentially as above,

we find
L { R 1L H"*1 1 A if V is hyperbolic,

R 1L H-t otherwise.

Finally, say dim W’ = 1. So W’ = Fxz, x anisotropic. Thus by Proposition 5.2
and Theorem 5.7, there exists y € V'’ so that

V' ~H' L (Fz®Fy) LV”

where V" is regular of dimension 2(¢ — r — ¢t = 1), and hyperbolic if and only if V
is. Then U+ =R L Fz 1L V",
In all cases,

L U L H if V' is hyperbolic,
Tl U LH 1A otherwise.

(Recall that U ~ R 1 H! | W’ where R is totally isotropic of dimension r and W’
is anisotropic. Thus by the preceeding results in this section, the expression given
above for U+ is meaningful with well-defined isometry class.)

Theorem 5.11. Suppose V is reqular of dimension m, and let ps(V') denote the
number of totally isotropic {-dimensional subspaces of V. Then

B(t, 0)6(t —1,¢) if dimV = 2t and V is hyperbolic,
we(V) =< Bt —1,00(t,¢) if dimV =2t and V is not hyperbolic,
B(t, 0)o(t, ) if dimV =2t + 1.
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Here §(m,r) = H;:_é(qm_i + 1), plm,r) = H;:Ol(qm_i — 1), and B(m,r) =
p(m,r)/p(r,r) (m,r >0).

Proof. We first consider ¢ = 1. We let ¢(V) = ¢1(V)(¢ — 1); so (V) is the
number of isotropic vectors in V. We derive the formula for (V) by proving
the corresponding formula holds for ¢(V'). We argue by induction on d where
V ~H? 1L W and W is anisotropic of dimension 0, 1, or 2.

For d = 0, ¢(V) = 0, consistent with the formula claimed. So say U ~ H¢ 1 W,
d>0,U ~H,V =U L U’ Given isotropic v € V, we have v = u + v’ where
uwe U, u e U. If Q(u) =0 then Q' (uv') = 0; note that since v # 0 we can
have u = 0 or v/ = 0, but not both. So the number of isotropic v = u + v/ with
Q'(u) = Q(w) = 0 is

WU)+1) (»U)+1) - 1.
Say Q' (u) # 0. We know U’ contains (¢ —1)/(q—1) = ¢+ 1 lines, two of which are
isotropic. Each anisotropic line represents every element of F exactly once (since
F?2 = F), so U’ represents any v # 0 exactly ¢ — 1 times. Thus the number of
isotropic v = u + v with Q'(u) # 0 is

(™Y —(U) =1) (¢ —1).
Thus
(V) = q(U) + (¢¥™V +1) (¢ - 1).
Induction on d yields the result.

Now suppose ¢ > 1. Let ¢y(V) be the number of isotropic, orthogonal ¢-tuples
of vectors (z1,...,x¢) so that z1,...,z, are linearly independent in V; we use
induction on ¢ to show that

" D2(t,06(t — 1,0)  if dimV = 2t and V is hyperbolic,
Yo(V) =& ¢"C=D/25(t, 0)pu(t — 1,£) if dimV = 2t and V is not hyperbolic,
"2t 0)6(t, 0) if dimV = 2t + 1.
We have established this for £ = 1 in the preceeding prargraph, so suppose ¢ >
1 and the formula holds for ¥y_1(U), U regular. So choose x; isotropic in V;
we have (V') choices for z;. Since V is regular, there is some y; € V so that
B(z1,y1) # 0, and hence (by Proposition 5.2 and Theorem 5.7) Fxy + Fy; ~ H and
V = (Fz1+Fy;) L U, U regular of dimension m—2, and U hyperbolic if and only if
V' is. Thus with x; fixed, any /-tuple of isotropic, orthogonal, linearly independent
vectors (z1,...,x¢) has x; = y121 + x; for some v; € F, 2, € U (i > 2). Therefore
there are ¢*~'4,_1(U) such ¢-tuples with z; prescribed. Hence

be(V) = (V) - ¢" e (V).
Substituting the formula for 1,1 (U) proves the formula for (V).

Finally, since 1,(V') tells us how many ways we can choose an (ordered) basis
for a totally isotropic dimension ¢ subspace of V,

ee(V)=ve(W)/[(¢" = 1)(¢" =) (¢" = "))

since (¢ — 1)(¢* — q) - (¢* — ¢*~1) = ¢*“=D/24(¢,0) is the number of (ordered)
bases of an ¢-dimensional space. The formula for (V') now easily follows. [J
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