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Solution Sheet 9

1. From your notes, for a simple random sample of siZeom the N (u, o%) distribution, a
100(1 — )% confidence intervalc;, c;7) for the population variance? is given by

"X - X)? (X - X)?
cp = Z]—12< J ) and cu = 23_21( J ) ‘
anl;a/Q anl;lfa/Z

Nown — 1 =8, Y )(z; — )% = 5.1581, a = 0.1 (since we want &0% confidence
interval), and fromR (or the annex shee;sag;o_95 = qchi sq(0. 05, 8)= 2. 733 and
X3.0.05 = dchi sq(0. 95, 8) = 15. 507.

Combining this with the data gives = 5.1581/15.507 = 0.333, ¢y = 5.1581/2.733 =
1.887 so under our assumptions the requi#eh confidence interval fos? is (0.333, 1.887).

2. We have looked at these data before, so we can assumedluatthare:

¢ the observed values of a simple random sample ofisize25
e from the Exponential{) distribution with unknown value of.

(&) Summary values of the full data set aren = 25 Z;‘Zl x; =95.3
From your notes, for a simple random sample of siZeom the Exponential{) distribu-
tion, a100(1 — a)% confidence intervalcy,, cy) for 0 is given by
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Now 2n = 50, a = 0.05 (since we want &5% confidence interval), and fromR (or the
annex sheetyZ., o5 =qchi sq( 0. 025, 50) =32. 36 andx?,,; yo5 =
gchi sq(0. 975, 50) =71. 42. Combining this with the data gives

¢, = 3236/(2x95.3) = 0.1698 ~ 0.17
cy = T142/(2x953) = 03747 ~ 0.37

so the required5% confidence interval fof based on the full sample {$.17,0.37) and
the length of the interval i8.2.

(b) Substituting in the? values from (a), the length of ti8% confidence interval based
on a random sample of size 25[{§1.42 — 32.36)/2]/ 3.7, X; = 19.53/ 3.7, X;. This
length will of course vary from sample to sample with the obed values of theX;.
However, from the result given, its expected valu&ig/ > 7>, X;) = 0/24. Thus the
average length of the interval #19.53/24) = (0.814)6.

3. Assume that the interview response data are:

¢ the observed values of a simple random sample ofrsizel 000



e from a Bernoullif) distribution with unknown values .

Here the sample size = 1000 is very large so the central limit theorem enables us to
assume thay/n(X — 6)/1/6(1 — 0)) has approximately th&/(0, 1) distribution and that
the effect of replacing the Bernoulli varianéél — 6) by the estimaté(1 — ) will be
negligible, wherd) = X = 370/1000 = 0.37.

Thus, from your notes, 80(1 — «)% confidence intervalcy, cy) for 6 is given by

— A~ ~

e =X —z2a\01—0)/n  and ¢y =X + 2,2\/0(1 - 0)/n.

Nown — 1 = 8, @ = 0.01 (since we want 89% confidence interval), and froR (or the
annex sheet, recallingnor mandpnor mare inverses of each othex)yy; =
gnor n( 0. 995) =2. 5758. Combining this with the data gives

cL = O.37—2.5758><\/0.37><O.63/1000 = 03307 ~ 0.331
cv = 0.37+2.5758 x 1/0.37 x 0.63/1000 = 0.4093 ~ 0.409

and under our assumptions the requi9éth confidence interval fof is (0.331, 0.409)

. Again from your notes, for a simple random sample of siZeom the N (1, 0?) distribu-
tion, a100(1 — «)% confidence intervalc;., c;;) for the population variance? is given

by

n n

crL = Z(Xj - X)z/Xi—l;a/Q and cy = Z(Xj - X)Q/Xi—l;l—a/Q'
j=1 j=1
Again,n —1 = 33, 3%°(z;, — )? = 297.7647, o = 0.05, and fromR (or the annex sheet)
we gety3s. g7 =0chi sq( 0. 025, 33) = 19. 05 andx3s. 005 =
gchi sq(0. 975, 33) = 50. 73.

Combining this with the data gives
cr, = 297.7647/50.73 = 5.870 cy = 297.7647/19.05 = 15.631

and under our assumptions the requi9éth confidence interval fos? is (5.870, 15.631)

. The sample histogram is shown below. It doesn’t look timéfioum, but is not that unrea-
sonable for the given sample size.

The relevant summary statistics here are:
n =25 Z?:l r; =T74.64 T =29856 (5 =max{w,..., 5} =5.99.

(@) You are given thaP (X, /0 < v) = v", where here, = 25.

HenceP (X (25 /0 < v1) = 0.025 givesv, = (0.025)/% = (0.025)** = 0.8628, and
P(X(Qg))/@ > Ug) =1- P(X(25)/¢9 < UQ) = 0.025 giveSUQ = (]. — 0.025)0'04 = 0.99990.
Thus0.95 = P(0.8628 < X(25)/60 < 0.99990) = P(X(25)/0.99990 < 0 < X (25)/0.8628)
so the interval with end pointsY,s)/0.99990, X 5)/0.8628) forms a95% confidence in-
terval foré.

For the given datay,5) = 5.99, so a95% confidence interval computed in this way from
the largest observation would have end po{i6t80, 6.94) and length).94.
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(b) The data are a simple random sample of size 25 from the U(, #) distribution
with meand /2 and variancé?/12. The sample size is reasonably large and the underlying
distribution is symmetric, so, using the CLK, has approximately théV(0/2,62/12n)
distribution, i.e.(2X — 6)/(6/+/3n) ~ N(0,1). Moreover, we can assume that the effect
of replacingd by the estimaté in the variance will not be significant, whefg,,,, = 2X =
5.9712. Thus, al00(1 — «)% confidence intervalc,,, cy) for 0 is given by

cr = 2X —20/90/V3n = 2X (1—(20/2/V31)); cr = 2X +20/20/ V310 = 2X (14(24/2/V3n)).

Now n = 25, « = 0.05 (since we want &5% confidence interval), and from (or the
annex sheet)yp2s =qnor n( 0. 975) = 1. 96, giving ¢;, = 4.6198 ~ 4.62 andc;, =
7.3226 ~ 7.32. Thus an approximat@5% confidence interval foé is (4.62,7.32), with
length2.70.

Note that the interval found usirﬁgnle has much shorter length than that found using the
b.mom (in fact, the first interval is completely contained withiretsecond). Note also that
the lower end point;, = 4.62 of the confidence interval based én,., is inconsistent with
the fact that we already kno MUST be > z(,5) = 5.99; as we saw earIie@mOm is a

much less efficient estimate thép,..

. Model assumptions (a) The weights of the 25 packets are a simple random sampte f
the population of weights for all packets produced that @ayThe population distribution
is N (pu, 4?), whereu is unknown.

Hypotheses Hy: i = 200 versusH;: p # 200.

The null hypothesig/, corresponds too difference between the actual mean of the popu-
lation of weights for that day and the advertised weight(dfg. The alternative hypothesis
H, corresponds to there being a difference (which could beegbsitive or negative).

Test Statistic. SinceX is the natural estimator ¢f, we base our test statistic 00— 1y =
X — 200. Since the population standard deviation = 4 is known andn = 25, we
can take as our test statistit X, ..., X,,) = vn(X — po)/oo = 5(X — 200)/4, where
X ~ N(p,08/n) = N(u,16/25).

Thus, whent,, is true (i.e. when: = o = 200) we havel = 5(X — 200)/4 ~ N(0,1).
The data giver = 202.275 so the observed test statistictig, = 2.84375.

p-value: Since the alternative of interest i$;: 1 # 200, the values ofl” which are less
consistent withH,, thant,,; are the set of value§T| > |t.s|} SO
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p-value = P(|T| > |tos||Ho true) = P(|Z| > 2.844) where Z ~ N(0,1)
— 2(1 — ®(2.844)) = 2( 1- pnor m( 2. 844)) = 2(1 — 0.9978) = 0.00446.

Critical region : Since the alternative of interestig: 1 # 200, the values of” which are
less consistent wittf/, than a value are the set of value§7’| > |¢|}. Thus the critical re-
gion of values for which the test would rejefdt is of the formC' = {|T'| > ¢*}. Atest has
significance levetv if P(RejectH,|H, true)= a. Thus, for a).01-level test,c* is defined
0.01 = «a = P(RejectHy|Hytrue) = P(|T| > ¢* | Hytrue)

= P(|Z] > ¢*) [where Z ~ N(0,1)] = 2(1 — ®(c*)),
soc* = ®1(1—0.005) = 29005 = gnor m( 0. 995) = 2.576
and the resulting critical region 8 = {|T'| > 2.576}

by the condition

Conclusions The p-value is very small, so there is strong evidence that thea deg not
consistent with/, being true. The observed test statistic valye = 2.84375 falls well

within the critical region of thé.01-level test, so we would rejeéi in favour of H;, and
conclude that the mean of the population of packet weighistgqual t®200g, at least for
that day’s production.

Note that a test procedure with significance levelill reject the null hypothesis if the
observedp-value is less than or equal ta For these data thg-value is0.00446, so an
a-level test would reject, if and only if « > 0.00446.

. Model assumptions (a) The valuesX;, ..., X, are a simple random sample of size
from a given population. (b) The population distributionN$;., 52), wherey is unknown.

Hypotheses Hy: ;1 = 100 versusH;: p > 100.
Test Statistic. SinceX is the natural estimator gf, we base our test statistic 00— iy =

X —100. Since the population standard deviatien= 5 is known we can take as our test
statisticT (X1, ..., X,,) = vn(X —puo) /oo = v/n(X —100)/5, whereX ~ N(u,02/n) =
N(p,25//n). i
Thus, wherH, is true (i.e. when, = pp = 100) we havel’ = /n(X —100)/5 ~ N(0, 1).
Sample size We are given that the test procedure rejéégsf and only if X > 102, so the
test procedure rejecs, if and only if 7" > /n(102 — 100) /5 = 2/n/5.
For a test procedure with significance lewelve require
a = P(RejectHy|Hytrue) = P(T > 2+/n/5| Hytrue)
P(Z > 2y/n/5) [where Z ~ N(0,1)] =1 — ®(2/n/5).
Thusa < 0.05 = 1—®(2y/n/5) < 0.05
= ®(2y/n/5) > 0.95
= 2/n/5 > ®71(0.95) = 205 = qnor n( 0. 95) = 1.645
= n > 16.9.

Since the sample size must be an integer, the smallestrsaalisfying this inequality is
n=17.



