2 Differential vector calculus

2.1 Linear algebra

Focus now on 3D, and adopt convention that position vector r = (z,v,2) = (21, 72, 73) € R3 to
describe equations pertaining to physical applications.

Notation: The Cartesian (unit) basis vectors in R? are X = (1,0,0) = ey, § = (0,1,0) = e, and
z=(0,0,1) = e such that r = X + y§ + 2z = x1€; + x93 + 3€3.

Also use r = |r| is the length of the vector.

Defn: The dot product of two vectors u = (uy, us, u3) and v = (v, ve, v3) is defined
3
UV =1uUjV + Uy + U3V3 = Z U V;
j=1

3

Notation: Einstein summation convention: Drop the Z in the above on the understanding that
j=1
repeated suffices imply summation. L.e.

U'V:u]"Uj

Eg r=r|=r r= /22
Defn: The Kronecker delta symbol ¢;; is defined to be

5. — 1, ifi=j

Y0, if i £ j
3
E.g. 1) z; = §;;x; since this is Zéijxj
j=1

Eg 3) € e = 5”
E.g. 4) x = zje; and taking dot product with e; gives z; = x - e;.

Defn: The cross product of two vectors u, v € R?, vector given by

€1 € €3
UXVvV=|1UuU Uy Uz |= (u2113 — v2u3)el + (U3111 — vgu1)62 + (ulvg — vlu2)e3. (7)
V1 Uy Vs
Note: Defintion implies antisymmetry: u X v = —v x u.

Defn: The Levi-Civita tensor (or antisymmetric tensor) is defined by

1. €123 — 1
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2. € = 0 if any repeated suffices. E.g. €113 = 0.
3. Interchanging suffices implies reversal of sign. E.g. €1 = —€ji.

Implies €;;, are invariant under cyclic rotation of suffices. Thus €193 = €231 = €312 = 1, €213 =
€132 = €391 = —1, and all 21 others are zero.

Note: (Very nice) cross product can be written as
[ll X V]i = €jkU;Vk- (8)

there is a double sum on the right hand side, by the summation convention. The defintion of €;;,
guarantees the antisymmetry of the cross product (check !).

Proposition:
€ijk€ilm = 5jl5km - 5jm5kl- (9)
Proof: Exercise !
Example: Prove the vector triple product relation
ax(bxc)=(a-c)b—(a-b)c.
Proof:

lax(bxc); = eajbxcl
eijkajeklmblcm
= €rij€umaibicm
= (0u0jm — Oimbj1)a;bicy,

= ajCij' — ajbjcl- = (a . C)bl — (a . b)CZ

True for © = 1, 2, 3, so result is proved.

2.2 Scalar and vector fields

Defn: Conventional language:

A scalar field on R? is a function f : R® — R.
A wector field on R? is a map v : R® — R3,

Scalar and vector fields defined in R? are of particular importance for physical applications.

E.g.s:

e (Scalar fields) Temperature T'(r); mass density p(r) for a fluid or gas; electric charge density
q(r).

o (Vector fields) Velocity v(r) of a fluid or gas; electric and magnetic fields E(r) and B(r),
displacement fields in elastic solid u(r).

There are three basic first-order differential operations in vector calculus.
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2.3 Gradient (grad)
Defn: The gradient of a scalar field f, denoted V f, is the vector field given by

_(Of of of
w16~ (G55

(Le. the gradient maps scalar to vector fields.)

E.g. 1)

— 1
Vtan! (y) = < Y - O) = 55 (-yX+ay).

T x2_'_y2’x2+y2’ x2_|_y
E.g. 2) Recall r = /22 + y? + 22

Vr = (E y f) _ (2,y,2) :g

)
rr.r

r/r is the unit vector from the origin to the point r; we often denote this as f.
Note: [Vr]; = z;/r.

E.g. 3) If f(r) = g(r) (i.e. a function depends only on the distance from the origin) then

Vg(r)]; = 8;;) dfli ") 5; =g IVrli=g() (=)

and thus Vg(r) = ¢'(r)t (c.f. potentials, central forces in Mech 1).

Recall from Calculus 1, two important interpretations of the gradient:

2.3.1 Interpretation of the gradient
Provided V f is nonzero, the gradient points in the direction in which f changes most rapidly.
oof: let v be s.t. |v| = 1. Then rate of change of f in direction v is the directional derivative

Pr
(see (1)) Dy f(r) =v-V f = |V f|cosf, where 0 is the angle between v and V f. Maximised when
0 =0. Le. When v in direction Vf.

2.3.2 Another interpretation of the gradient
The gradient of f is perpendicular to the level surfaces of f.

(A level surface S is defined by values of r s.t. f(r) = C, a constant.)
Proof: Let c(t) lie in S. Then f(c(t)) = C, for all t. The chain rule yields
d

0=~ fle(t)) = Vf(e(t) - c(t)
and since ¢/(t) is parallel to S at c(t), we have our result.

12



2.3.3 Examples

E.g. 1) The temperature 7" in a room is a function of 3D position (z,y, 2):

_ e”sin(my)

T(r) T2

If you stand at the point (1,1, 1) in which direction will the room get coolest fastest ?

A:

vT - e”sin(my) me* cos(my)  2ze” sin(my)
S\ 1422 T 1422 T (14 22)2
and at (x,y,2) = (1,1,1), VT = (%e, 0, —%e). So a vector pointing in the direction where temper-
ature gets coolest is (—1,0,1).

E.g. 2) Take f(z,y) = 2% + 2y% Then Vf = (2z,4y).

Then: e.g. (i) V[ evaulated at (z,y) = (1,1) is (2,4) and so the steepest ascent of f at (1,1) is
in direction tan™!(2) w.r.t. = axis and gradient in that direction is |V f| = 2v/5;

or e.g. (ii) D(1,0)f = (22,0) and this equals 0 if # = 0 meaning the gradient pointing in the +ve
x-direction of f along xz = 0 is zero.

E.g. 3) You are on a bicycle about to climb Clifton Vale. The gradient of this road is 20%. You
cannot cycle up such steep gradients, but you can manage 10% gradients. At what angle to the
road do you need to zig-zag to cut the gradient down to 10% ?

A: 20% gradient is one-in-five and, with x pointing up the road, the height of the hill is given by
f(x,y) = tx. So Vf = (3,0). Let us cycle in a direction 6 w.r.t. to the z-axis. Then the unit
vector pointing in this direction is

u = (cosd,sinf)

and the directional derivative D, f gives the gradient in the direction u. We want this to be 10%
or one-in-ten so

& =Dyf =u-Vf=(cos,sinb)-(3,0) = :cosf

10 5
and this means 6 = 60°.

2.4 Divergence (Div)
Defn: The divergence of a vector field v(r), denoted V - v, is the scalar field given by

0
V.v= a—xjvj(r) = 0,v;.

2.4.1 Interpretation of divergence

Harder without physical setting, but broadly it measures the expansion (positive divergence) or
contraction of a field at a point. It measures flux (rate of transport of a field) entering a point.
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2.4.2 Examples
1) v(r) = (zyz,xyz, xyz) then

V.-v=yz+zx+ay
2)

0x;
Vor="2_4, =3

axj 23
3)

0 ox

k
V . (a X I') = gﬁjkajxk = el-jkaj% = eijkajéik = EZ']'Z‘CL]' =0
i i

since €;;; = 0.

2.5 Curl

Defn: The curl of a vector field v(r), denoted V x v, is the vector field (i.e. in R?) given by

X v z
Vxv=|a 8 o E(%_% 9 vy dup

oy 0z 0z  Ox’ Ox
V1 Uy Vs
Alternatively,
0
[V X V]i - Ez]ka—%vk

as for cross products.

2.5.1 Interpretation of Curl

(10)

Again harder without physical setting, but broadly it measures the rotation or circulation of a

vector field (because it needs direction) at a point.
2.5.2 Examples
1) Let v(r) = (y* 22, y?). Then
V x v = (20,0,2(c — 1))

2)
[V X I']Z' = el-jkﬁjxk = Eijkéjk = €55 = O,

so Vxr=0.
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2.6 Second-order differential operations

Schematically, grad, div and curl act as follows:

grad: scalar fields — vector fields
div: vector fields — scalar fields

curl: vector fields — vector fields

The operations of grad, div and curl can be combined. Thus, the following combination of oper-
ations make sense:

curl grad: scalar fields — vector fields
div grad: scalar fields — scalar fields
grad div: vector fields — vector fields
div curl: vector fields — scalar fields

curl curl: vector fields — wvector fields

2.6.1 Null Identities

1) For scalar fields f
V x(Vf)=0.

Proof: We have that
[V x (V)i = €00 f = —€injO0i0nf = —€irjO0; f = —[V X (V f)];.
Thus since the expression equals its own negative, it must vanish.

2) For vector fields, v
V. (Vxv)=0

Proof: We have that
V- (V X V) = 8iel-jk8jvk = el-jkaiajvk,

which must vanish for the same reason.

The remaining combinations of grad, div and curl are related to a second-order differential operator
called the Laplacian...

2.7 The Laplacian
Defn: The Laplacian of a scalar field f(r), denoted V2f (or Af), is the scalar field given by

o 0 0?
ANf=V-Vfr)=0f= <—+—2+—) .
x 2
The Laplacian of a vector field v(r), is

Av = (Avy, Avg, Avg) .
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Example: For a vector field v(r),
Av=-Vx(Vxv)+V(V-v).
Proof: We consider the ith component of the 1st RHS term:

VX (VxV); = €x0;(V XV)
= Eijkajeklmalvm
= €kij€klmajalvm
= (0u0jm — 0imd;1)0;0,0p,
= 0:0mUm — 0;0,0; = [V(V -v) — Av];

which shows that all components agree with our claim.

2.8 Curvilinear coordinate systems

All differential operators defined above were expressed in Cartesian coordinates. For many prac-
tical problems more natural to express problems in coordinates aligned with principal features of
the problem. E.g. Polars are appropriate for circular domains.

Q: How do we recast the differential operators in a differential coordinate system ?

2.8.1 Coordinate transformations

Defn: Curvilinear coordinates are defined by a smooth function r : R® — R?® which maps a point
q = (¢q1,92,¢3) in one coordinate system to a point in Cartesian space: r = (z,y,2) = r(q) =

r(q17q27q3)' I’e’
r=2(q1,9,6), ¥=y0,9%, ¢), 2=2(q,q9%,q)

The inverse map, if it exists (see later) is

a=qr,y,2), @=qw@yz2), =gy -2).

E.g. In 2D, if ¢y = r and ¢u = 6 then x = x(r,0) = rcos and y = y(r,0) = rsinf. The inverse

map is r = r(z,y) = /22 + y2, 0 = 0(z,y) = tan"' (y/x).

Defn: The surfaces ¢; = const are called coordinate surfaces. The space curves formed by their
intersection in pairs are called the coordinate curves. The coordinate azres are determined by the
tangents to the coordinate curves at the intersection of three surfaces. They are not, in general,
fixed directions in space.

In Cartesians the standard basis can be written

. Or or _  Or
X=— —, Z

ox’ yz@y’ "0z

and a point P in space is written r = xX + yy + 2Z.
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