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Abstract
We extend Pearl's criticisms of principal stratification analysis as a method for interpreting and

adjusting for intermediate variables in a causal analysis. We argue that this can be meaningful only
in those rare cases that involve strong functional dependence, and even then may not be appropriate.
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Pearl (2011) does a valuable service in opening up the methodology of principal
stratification to detailed scrutiny. In our opinion this is overdue, and we welcome
this opportunity to extend that scrutiny.

The principal stratum approach to adjusting for intermediate variables is to
define one’s way out of the problem. By a magical invocation of the mathemati-
cal construct of “potential outcomes”, we conjure up a pre-treatment variable: the
principal stratum. We can then interpret the intermediate variable as a partial obser-
vation on that. Since we think we know how to adjust for pre-treatment variables,
the rest is mere technicality. This is a prime example of the pure mathematician’s1

approach to a practical problem: stranded on a desert island with no food supplies
but a crate of tinned tuna, he imagines a can opener.

But what if there is no real can-opener—no real-world pre-treatment vari-
able corresponding to the fictitious principal stratum? There is then no way of de-
termining which principal stratum an individual belongs to. How can a principal
stratum analysis then tell us anything relevant about the real world?

We are thus in general agreement with Pearl’s position that—while there
can be some special cases where a principal stratum analysis can make sense—
in many cases it does not. In our opinion this latter situation will always apply,
except in the rare case that the principal stratum variable can be identified with a
real-world pre-treatment variable. And determining when such an exceptional case
arises has to involve external subject matter considerations: it can not be purely a
question of formal symbol manipulation. Similar distinctions have been made by
Berzuini and Dawid (2010) in the context of defining mechanistic interaction.

In the sequel we elaborate on the above points with specific reference to
instrumental variable analysis.

1 Determinism: Reality or formality?

Many problems of causal inference have been addressed in the framework of po-
tential outcomes and counterfactuals. In past work, we have shown that many of
these can be reformulated in terms of a “decision-theoretic” approach that does not
rely on counterfactual constructs or reasoning (Dawid, 2000, 2002, 2007; Dawid
and Didelez, 2010; Dawid, 2012), showing that even though many people find po-
tential outcomes helpful they are often inessential. However, the idea of principal
strata is inherently counterfactual and consequently we struggle to reformulate this
approach in decision-theoretic terms.

1This old joke has also been told of economists, traffic consultants, . . .
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We begin with some general comments on non-parametric structural equa-
tions and potential outcomes, and then return to the specific case of principal strata.

Pearl’s starting point is the functional equation2:

X = f (Z,U) (1)

relating an exposure variable X to an input variable Z (both binary, for simplicity),
and a unit-specific variable U , which has the status of a “pre-treatment” variable.
More specifically, Pearl says that “U may stand either for the identity of a unit (e.g.,
a person’s name) or, more functionally, for the set of unit-specific characteristics
that are deemed relevant to the relation considered.” We will argue that these are
two very different interpretations of U .

Pearl regards the functional relationship (1) as equivalent to a potential out-
come formulation, and at a purely formal level this is indeed so. For if we start
with (1), we can construct the pair of potential exposures (the mapping variable) as
functions of U :

X = (X0,X1) := ( f (0,U), f (1,U)). (2)

Conversely, if we start with a potential exposure pair X, we can construct a func-
tional model of the form of (1) on taking

U ≡ X (3)

f (z,(x0,x1)) := xz. (4)

In particular, we can use either the functional or the potential outcome representa-
tion to define principal strata.

However, this formal identity hides a fundamental difference of interpreta-
tion.

If we regard U as “a set of unit-specific characteristics that are deemed rel-
evant to the relation considered”, say age, sex, patient history etc., this implies that
it should be possible to measure (or at least to conceive of measuring) U . But then
the functional form of (1) constitutes a very strong assumption of determinism: that,
once we have measured these attributes (for a given unit), we will be able to predict,
without error, exactly what value that unit’s exposure X will take, in response to ei-
ther input value for Z.3 Such Laplacian determinism is out of favour as a general

2We have changed the symbols from Pearl’s eqn. (1) to avoid a clash with the uses of X and Y
below.

3A further assumption implicit in (1) is that the identical functional relationship holds, between
the identical variables, no matter how Z is assigned—be it by the free choice of an experimenter or
by the stochastic whim of Nature. Similarly, a potential exposure Xz is implicitly supposed to have a
single unique value, no matter how Z may be assigned. Such implicit conditions of “stability across
regimes” are needed to justify causal inference from observational data in these frameworks.
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scientific or philosophical principle, and it seems odd to make it the cornerstone
of a general theory of causality—especially since there exist non-deterministic al-
ternatives, such as the decision-theoretic approach mentioned above. (An additional
philosophical objection is that, if we take Laplacian determinism seriously, no scope
remains for the exercise of free will, e.g. in choosing how to intervene in a system—
and causal questions degenerate into meaninglessness.)

On the other hand, if instead we regard U as a label identifying the unit
itself, then the potential outcome approach takes for granted the existence—indeed
co-existence—of the various potential exposures (Xz) for each unit; but it is not
necessarily assumed that there is any measurement on the unit we could make in
the real world that would reveal the values of all these variables. In that case we
can not construct a functional model (1) in which U can be given a real-world
interpretation (certainly (3) will not so serve), and so the functional model (4) is
valid only in a purely formal sense.

In our view, it will only be in very special circumstances that we can take
the deterministic functional model (1) seriously, with U representing quantities that
are (at least in principle) measurable (Berzuini and Dawid, 2010). In such a case,
we could also take seriously the real-world existence of X. However, in most appli-
cations this would overstretch credulity. Formally indistinguishable expressions of
principal stratum concepts and arguments, while they may sometimes be meaning-
ful in the former case, are always meaningless and misleading in the latter.

Several of the other commentators on Pearl’s paper (Sjölander, 2011; Joffe,
2011; Prentice, 2011) have expressed the concern that there are situations where it
is difficult or impossible meaningfully to assume the existence of the potential re-
sponse of one variable to the setting of another. Their arguments and examples have
force, but they do not clearly identify when such an assumption might be meaning-
ful. In our view this is only in the very untypical case of functional dependence on
real-world variables (and, in contrast to certain other views, is in no way related to
whether or not the putative causal variable is manipulable).

2 Instrumental variables

The DAG of Figure 1 describes the general “instrumental variable” set-up (Bowden
and Turkington, 1984; Imbens and Angrist, 1994; Angrist et al., 1996; Greenland,
2000; Pearl, 2009; Hernán and Robins, 2006).
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Figure 1: Instrumental variable

Here X is the treatment variable, Y the response variable, Z the instrumental vari-
able, and U a set of unobserved “confounders”. For simplicity we assume both Z
and X are binary. This DAG is nothing more nor less than a graphic way of display-
ing the following conditional independence properties (Dawid, 1979), assumed to
hold in the observational setting:

U ⊥⊥ Z (5)

Y ⊥⊥ Z | (X , U). (6)

In particular, the arrows serve a purely incidental function and should not imme-
diately be given causal interpretations. To support causal interpretation and infer-
ence, the DAG needs further elaboration to connect the observational behaviour of
the system with its behaviour under real or hypothesised interventions: see Dawid
(2003); Didelez and Sheehan (2007b); Dawid (2010). We shall here take this as
done, but not dwell on it.

Under (5) and (6) and suitable additional model assumptions (e.g., linearity—
see Didelez et al. 2010 for an overview and summary), it is possible to identify the
average causal effect (ACE) of X on Y from observational data on (Z,X ,Y). With-
out these additional assumptions ACE is typically unidentifiable, although it may
be possible to set bounds on it (Robins, 1989; Manski, 1990; Balke and Pearl, 1994;
Dawid, 2003).

The principal stratum formulation of this problem (Imbens and Angrist,
1994; Angrist et al., 1996; Imbens and Rubin, 1997) applies to the case that Z is
externally set or randomized4, and introduces the potential exposures (X0,X1) of X
to the setting of Z, and the potential responses (Y0,Y1) of Y to the setting of X . In
the context of Figure 1, and as discussed in §1 above, this is formally equivalent
to assuming we have functional dependencies X = f (Z,U) and Y = g(X ,U): then
Xz := f (z,U), Yx := g(x,U). In that case we can even replace U by (X0,X1,Y0,Y1).
But again, we regard this formal equivalence as of little interest outside the very
restrictive case that the initial variable U is, in principle, measurable in the real
world—in which case so are X0, X1, Y0, Y1. And only in the rare cases that we can

4See §2.2, point 2 for why this is already a restrictive assumption
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accept this could it be of interest to focus attention on the local average treatment
effect (LATE):

E(Y1 −Y0 |X0 = 0,X1 = 1) (7)

the causal effect of X on Y within a specific principal stratum (those individuals for
whom X0 = 0,X1 = 1)—which in this very special case describes a condition that
can in principle be verified before treatment, because it is fully determined by the
measurable pre-treatment variable U .

It is the applied context that must dictate whether the determinism assump-
tions underlying this formulation are apppriate, and so whether the concept of local
average treatment effect is meaningful.

2.1 Incomplete compliance

In the scenario of incomplete compliance, Z denotes treatment assignment—it being
understood that a subject may not comply with that assignment. The variable U
incorporates attributes of both the individual subject and the surrounding context
that might influence both his compliance behaviour and his outcome. The LATE
now becomes the complier causal effect.

We could only determine which principal stratum a subject belongs to by
knowing in advance how he would react to either treatment assignment—requiring
deterministic dependence of X on (Z,U). However in general such reactions are
stochastic and unpredictable, and the principal stratum is not meaningful (a criti-
cism also raised by Sjölander, 2011).

We explore the possibility that a principal stratum might be meaningful by
two different stories.

2.1.1 Homo Economicus

An Economist might treat each subject as an ideally rational agent, with a coherent
preference pattern, who can be guaranteed to choose the most preferred available
option—e.g., by acting so as to maximise expected utility. If U specifies the sub-
ject’s preference pattern, as well as enough detail to determine (together with the
other variables in the problem) a well-defined consequence, then, knowing U , we
can in principle predict exactly how the subject will react to being assigned either
treatment: the technique of control variables (Heckman and Robb, 1985) involves
building models of such behaviour. In such a case X will be completely determined
by (Z,U) as in (1), and since U represents real-world, not just formally defined,
quantities, we can construct meaningful principal strata. Given the right informa-
tion (which may be no mean task), we could identify, in advance, which stratum
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any individual belongs to; and it might well be of scientific interest to study (say)
the causal effect of treatment on those who are thus classified as compliers.

2.1.2 Homo Psychologicus

An Experimental Psychologist objects that her subjects do not behave as if they had
a fully coherent preference pattern; and even when they announce in advance just
how they would react in various hypothetical circumstances, they often react differ-
ently when those circumstances are realised. But if we can not take the Economist’s
story seriously, then we have to regard the relationship between X , Z and U as
incorporating an irreducibly stochastic element. Lacking now the fully functional
dependence of (1), we no longer have real-world access to potential exposures or
principal strata, and it does not even make sense to ask which principal stratum an
individual belongs to—still less to estimate a causal effect for such a non-existent
group of individuals.

2.2 Mendelian randomization

Mendelian randomization (Katan, 1986; Davey Smith and Ebrahim, 2003; Didelez
and Sheehan, 2007a) is an important application of instrumental variable analysis.
Here Z refers to a gene5 that is associated with the phenotype X , a putative risk
factor for disease outcome Y . We here list two reasons, over and above our gen-
eral philosophical objections, why one should not use principal stratum analysis
in this context (for examples where this has been done, see Shinohara et al., 2012;
von Hinke Kessler Scholder et al., 2010a,b).

1. The complier causal effect is not of interest
Let us, for the sake of argument, even suppose “biological determinism”, in
the sense that, in Nature, the phenotype X is fully determined by the gene Z
and some background biological variable U , such as possession of some other
gene. A complier is now some one whose phenotype X must be the “same”
(in a suitably defined sense) as her gene Z—a property which is determined
by U .

However, in any one individual Nature will have determined just one value
of the gene Z—while we ourselves may be interested in (say) the impact
of population level policy interventions, but have no interest in modifying
a specific individual’s phenotype X by manipulating her gene Z, even were
we able to do so. So even when there is no problem in defining the stratum

5We use this term loosely to include genotype, SNP, etc.
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of compliers, it is simply not of interest (Joffe, 2011). This contrasts with
the case of partial compliance, where compliers—if they exist—could be of
direct interest, since in real life we will be able to encourage, but not force,
patients to take a drug (see also the commentary by VanderWeele, 2011).

2. The complier causal effect may not be well-defined
The definition of the complier causal effect relies on Z being a causal (func-
tional) gene for X , in the sense that if we (or Nature) were to intervene in the
individual’s genome to change Z (and nothing else), then that would result
in a change of the value or distribution of X , at least for some individuals.
However, it is commonly the case that the relationship between the genetic
instrument Z and the phenotype X is not itself causal, but rather Z is in link-
age disequilibrium with the true functional gene for X ; then this premise is
violated. In other approaches to instrumental variable analysis, it is generally
enough to require a robust association—but not necessarily “causal” in any
sense—between the instrument Z and the exposure X (Hernán and Robins,
2006; Didelez and Sheehan, 2007a, § 4.3, Fig. 3). However, this is not enough
to define a complier causal effect, which does require that Z be causal for X .
If we were to use an instrument Z that is associated with, but not necessarily
causal for, X , then it is not clear what the principal stratum method is esti-
mating (Joffe, 2011, §2.2). Formally, if Z is not a causal gene for X then the
potential outomes X1 and X0 must be equal, because intervening to set Z to
different values (without changing anything else) has no effect on X . In such
a case there are no compliers.

3 Conclusions

We have focused our comments on instrumental variable analysis, which is just
one of the problem areas where principal strata are used. Other problem areas dis-
cussed by Pearl and his commentators include direct/ indirect/ mediated effect anal-
yses, surrogate outcomes, and truncation by death. Our reservations apply equally
to these other applications. In particular, in the last case we consider that it is typ-
ically not helpful to focus on the effect of treatment in the principal stratum of
“those who survive in any case”, since individuals can not be so identified from
information knowable at the time of the treatment decision. The decision-theoretic
alternative suggested by Sjölander (2011) and Joffe (2011) (see also Dawid, 2000,
§5 of Rejoinder) supplies a more directly meaningful approach.
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