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Abstract. We address the effect of extreme geometry on a non-convex variational problem,
motivated by studies on magnetic domain walls trapped by thin necks. The recent analytical
results of [15] revealed a variety of magnetic structures in three-dimensional ferromagnets de-
pending on the size of the constriction. The main purpose of this paper is to study geometrically
constrained walls in two dimensions. The analysis turns out to be significantly more challenging
and requires the use of different techniques. In particular, the purely variational point of view
of [15] cannot be adopted in the present setting and is here replaced by a PDE approach.

Existence of local minimizers representing geometrically constrained walls is proven under
suitable symmetry assumptions on the domains and an asymptotic characterization of the wall
profile is given. The limiting behavior, which depends critically on the scaling of length and
height of the neck, turns out to be more complex than in the higher-dimensional case and a
richer variety of regimes is shown to exist.

1. Introduction

The interest towards geometrically constrained walls is motivated by studies of magnetore-
sistance properties of thin films and multilayers with magnetic point contacts or pinholes (see
[2, 9, 13, 14, 16, 21]) and related applications in magnetic storage devices.

It was first noted by Bruno [2] that for a dumbbel-shaped uniaxial ferromagnet with a very
small constriction (see Figure 1), the thin neck will be the preferred location for a domain wall–

Figure 1. A dumbbell shaped domain with a small neck.

a transition layer between two regions of (almost) constant magnetization. More precisely, he
considers a thin ferromagnetic film with cross section along the xy-plane given by a domain as in
Figure 1. The ferromagnet is uniaxial with preferred directions m = (0,±1, 0) and, for the sake
of simplification, the magnetization m is allowed to vary only in the yz-plane (this assumption
corresponds to the case of a film with perpendicular anisotropy); i.e.

m = (0, cos u, sin u),

with u representing the angle between m and the y-axis. Assuming in addition that the magne-
tostatic interaction can be ignored (these modeling hypotheses are customary in the analysis of
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Bloch walls), stable magnetic structures will be described by the local minimizers of a non-convex
energy of the form

Fε(u) :=
1
2

�

Ωε

|∇u|2 dxdy +
�

Ωε

W (u) dxdy , (1.1)

where Ωε ⊂ R2 is the region in Figure 1 and W is a double-well potential. Here, ε is a small scale
parameter related to the size of the neck, as it will be specified later. Bruno’s essential observation
is that when the size of the constriction is sufficiently small, the impact of the geometry of the
neck on the structure of the wall profile becomes dominant and produces a limiting behavior
that is independent of the material parameters (whence the name of geometrically constrained
walls). However, his analysis is largely formal and based on the ansatz that the wall profile is one-
dimensional; i.e., u = u(x) so that (1.1) reduces to a 1D variational problem. This last assumption
is really restrictive and subsequent formal analysis and simulations [16] confirmed the existence of
two and three-dimensional profiles for geometrically constrained walls in thin films and thin wires,
respectively.

A rigorous mathematical study of geometrically constrained walls has been eventually under-
taken in [15], but only in the three-dimensional case, that is, assuming that Ωε is a rotationally
symmetric domain obtained by rotating a two-dimensional region as in Figure 1 about the x-axis.
In that paper, the authors construct a suitable family {uε} of non-constant local minimizers of the
reduced micromagnetic energy (1.1) and then investigate their asymptotic behavior using varia-
tional methods. The analysis in [15] reveals a variety of magnetic structures depending on the size
of the constriction and shows, in particular, that Bruno’s 1D ansatz is correct only in one specific
regime.

The main goal of this work is to analytically investigate the original two-dimensional problem
considered by Bruno. We confirm some conjectures about wall profiles stated in [15] but we
also show that planar geometrically constrained walls have a more complex behavior than three
dimensional ones, and display a richer variety of regimes. Moreover, the mathematical analysis
turns out to be more challenging and requires the use of different techniques.

Before describing our result in more detail, we mention that there exists an extensive math-
ematical literature devoted to the study of nonlinear partial differential equations with different
types of boundary conditions in singularly perturbed domains (see for instance [8, 10, 11, 12, 4, 19]).
We refer to the introduction of [15] for a brief description of some of these papers. Here, we mention
the work by Jimbo, which is closer in spirit to the analysis performed in our paper: In the series
of articles [10, 11, 12], using PDE methods, he studies the asymptotic bahavior of the solutions to
certain semilinear elliptic equations in dumbbell-shaped domains, in the case of a neck having fixed
length and shrinking in radial (or vertical) direction. However, the situation we consider here (a
neck shrinking in both directions) is significantly more complicated and requires a more intricate
analysis. In some sense, the case considered by Jimbo is similar in our notation to the regime of a
subcritical thin neck (see below), where the limiting behavior is one-dimensional.

We now describe our results in more detail, referring to the next sections for the precise
statements. We assume that the varying domains Ωε are symmetric with respect to the y-axis and
are given by the disjoint union of two bulk domains (whose shape is fixed) with a small neck Nε

shrinking both in the horizontal and the vertical direction as ε → 0+. More precisely,

Nε = {(εx, δy) : (x, y) ∈ N} , (1.2)

where N is the unscaled neck given by

N = {(x, y) : x ∈ (−1, 1) , −f2(x) < y < f1(x)} ,

for some positive even functions f1 and f2. (The regularity assumptions on f1, f2 and on the bulk
domains are not relevant for the present discussion and will be specified in the next sections of the
paper.) We also assume, without loss of generality, the normalization condition f1(1) = f2(1) = 1

2
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so that the opening of the unscaled neck is 1. Finally, we take W (u) to be an even double-well
potential with wells located at −1 and 1, a model example being W (u) = (u2 − 1)2.

We address the two following main issues:

(i) existence of non-constant local minimizers representing geometrically constrained walls;
(ii) description of their asymptotic profile, depending on the geometry of the neck.

The proof of the existence is based on the observation that if {uε} is any family of non-constant
critical points such that uε approaches 1 on the right-hand bulk part of Ωε and −1 on the left-hand
bulk part of Ωε as ε → 0+, then uε is in fact a local minimizer for ε sufficiently small. Indeed, by
a careful estimate of the Poincaré constants in the singularly perturbed domains Ωε (Lemma 2.2),
we can show that the second variation of the energy becomes positive definite for ε small enough
(Proposition 2.3). The construction of the family {uε} of critical points with the desired properties
is done through a minimization procedure and uses the symmetry of Ωε (Proposition 2.1 and the
definition in formula (2.7)). We finally remark that the non-convexity of Ωε is necessary to the
existence of stable non-constant solutions, due to the result proved in [3].

Concerning the second issue, the main feature of geometrically constrained walls is their strong
dependence on the geometry of the neck. There are two major length scales describing the neck: δ,
corresponding to the height of the neck, and ε, corresponding to its length (see (1.2)). Throughout
the paper, we regard δ as an ε-dependent parameter; i.e., δ = δ(ε). Depending on how δ scales with
respect to ε as ε → 0+, we can identify several regimes that correspond to different asymptotic
behaviors of the wall profiles:

(1) the thin neck regime, corresponding to δ/ε → 0; this further subdivides into three sub-
regimes:
(a) the subcritical thin neck regime, corresponding to δ| ln δ|/ε → 0;
(b) the critical thin neck regime, corresponding to δ| ln δ|/ε → �, with � ∈ (0,+∞);
(c) the supercritical thin neck regime, corresponding to δ| ln δ|/ε →∞;

(2) the normal neck regime, corresponding to δ/ε → �, with � ∈ (0,+∞);
(3) the thick neck regime, corresponding to δ/ε →∞.

We point out here an important difference to the higher dimensional case considered in [15], where
the asymptotic behavior depends only on the limit of δ/ε and thus only three regimes (thin, normal,
and thick neck) are observed. Hence, in two-dimensions we have a richer variety of regimes that
we describe below in more detail.

To better explain the difference between our results and those proved in higher dimensions,
we start by recalling the analysis of the normal neck regime δ/ε → �, with � ∈ (0,+∞), performed
in [15]. In order to characterize the asymptotic profile, the authors show that the constructed
local minimizers {uε}, suitably rescaled, converge to a minimizer of an appropriate asymptotic
variational problem. More precisely, setting vε(x, y, z) := uε(εx, εy, εz), they show that {vε}
converge to the unique minimizer v of the Dirichlet energy over the unbounded limiting domain
Ω∞ := lim 1

ε
Ωε, under the “boundary” conditions v ≈ 1 at +∞ and v ≈ −1 at −∞ (these

conditions are suitably incorporated in the definition of the functional space, over which the energy
is minimized). In particular, the wall profile turns out to be three-dimensional and not confined
inside the neck. The main tool used to get compactness is a scale invariant Poincaré inequality,
which fails to be true in two-dimensions.

The two-dimensional normal neck regime presents some significant differences. The rescaled
profiles uε(εx, εy) converge to 0. In order to get a non-trivial limit we have to rescale also the
dependent variable by a logarithmic factor (this reflects the slow decay of the fundamental solution
to the Laplace’s equation in two-dimensions). Precisely, we set vε(x, y) := | ln ε|uε(εx, εy) and we
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show that {vε} converge (in a suitable sense) to the unique solution v of the problem:





∆v = 0 in Ω∞,

∂νv = 0 on ∂Ω∞,
v(x, y)

ln |(x, y)| → 1 as |(x, y)| → +∞ with x > 1,

v(x, y)
ln |(x, y)| → −1 as |(x, y)| → +∞ with x < −1,

v(0, 0) = 0 ,

(1.3)

where Ω∞ := lim 1

ε
Ωε is the unbounded limiting domain (see Figure 9) and is given by the union of

the unscaled neck with the two half planes {x > 1} and {x < −1}. Here (and in the other regimes)
the potential W enters only in prescribing the conditions at infinity through the location of the
wells, while its specific form does not affect the limiting problem. Note also that the asymptotic
profile is two-dimensional. It is determined only by the geometry of the neck and spreads well into
the bulk regions, as in the case treated in [15] (see Figure 2). However, it is easy to see that the
Dirichlet energy of v is infinite, and thus problem (1.3) is not variational. This explains why the
purely variational methods of [15] do not apply here.

Our approach is rather based on the use of the Maximum Principle and on PDE methods. We
construct lower and upper bounds that asymptotically match at infinity, giving a quite accurate
(almost explicit) description of the local minimizers uε. Such bounds provide us, in particular,
with good L∞-estimates for uε on any bounded subdomain and allow us to capture the asymptotic
behavior at infinity. This information is enough to pass to the limit and obtain a well defined
asymptotic problem for geometrically constrained walls. Finally, the uniqueness of the solution to
(1.3) is nontrivial and can be established using some arguments from Potential Theory.

Figure 2. The normal (on the left) and thick (on the right) neck regimes. The
shaded region corresponds to the domain wall.

We now describe the other regimes. We show that in the subcritical thin neck regime the wall
profile is essentially one-dimensional and asymptotically confined inside the neck (see Figure 4).
Indeed, the approximate profiles of geometrically constrained walls in this case are given by

uε(x, y) ≈






−1 to the left of the neck
v(x

ε
) inside the neck

1 to the right of the neck
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where v solves the one-dimensional problem

min
�

1
2

� 1

−1

(f1 + f2)(v�)2 dx : v(−1) = −1, v(1) = 1
�

.

The boundary conditions v(±1) = ±1 clearly indicate that (asymptotically) the whole transition
takes place in Nε. This is the only regime where Bruno’s one-dimensional ansatz [2] turns out to
be justified.

As for a thick neck regime, we prove that the profile is almost constant inside the neck and the
transition happens exclusively in the bulk regions (see Figure 2). Since the geometry of the neck
does not play any role, we assume for simplicity that f1 = f2 ≡ 1

2
. The (approximate) profiles of

the geometrically constrained walls turn out to be given by

uε(x, y) ≈






1

| ln δ|v(x+ε

δ
, y

δ
) to the left of the neck

0 inside the neck
1

| ln δ|v(x−ε

δ
, y

δ
) to the right of the neck,

where v is the unique solution to






∆v = 0 in Ω∞,

∂νv = 0 on ∂Ω∞,
v(x, y)

ln |(x, y)| → 1 as |(x, y)| → +∞ with x > 0,

v(x, y)
ln |(x, y)| → −1 as |(x, y)| → +∞ with x < 0,

v(0, 0) = 0 ,

defined on the limiting domain Ω∞ := lim 1

δ
Ωε = R2 \ {(0, y) : |y| ≥ 1

2
} (see Figure 18). Note

that the geometry of neck and the potential W do not appear in the limiting problem. As before,
the proof is based on the construction of lower and upper bounds and on the use of tools from
Potential Theory.

Although the methods, the rescaling, and the limiting problems are different, all the results
considered so far are somewhat similar in spirit to those obtained in [15] for the corresponding
three-dimensional regimes. There are however no analogs of the critical and supercritical thin neck
regimes in 3D and they really capture the essence of the two-dimensional problem. Let us explain
this in more detail.

In the critical thin neck regime ( δ| ln δ|
ε

→ �) a nontrivial behavior is observed both inside and
outside of the neck. This is related to the fact that the energy contribution due to the transition
occurring inside the neck is of the same order as the one coming from the bulk regions. This
suggests that the interplay between these two contributions is more subtle than in the previous
cases (or in 3D). The (approximate) wall profiles in the bulk region to the right of the neck; i.e.,
for x ≥ ε are given by

uε(x, y) ≈ 1
| ln δ|w

+

�x− ε

δ
,
y

δ

�
+

π mf1f2

π mf1f2
+ 2�

, (1.4)
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where w+ is the unique solution to the problem





∆w+ = 0 in Ω+
∞,

∂νw+ = 0 on ∂Ω+
∞,

w+(x, y)
ln |(x, y)| →

2�

π mf1f2
+ 2�

as |(x, y)| → +∞ with x > 0,

w+(x, y)
x

→ 2�π

π mf1f2
+ 2�

uniformly in y as x → −∞,

w+(0, 0) = 0 ,

(1.5)

with Ω+
∞ := lim 1

δ
(Ωε− (ε, 0)) =

�
(x, y) : x ≤ 0 ,− 1

2
< y < 1

2

�
∪{(x, y) : x > 0} (see figure 3) and

mf1f2
:=

� 1

−1

1
f1 + f2

dx .

Figure 3. The limiting domain Ω+
∞.

The profiles for x ≤ −ε are related to the above approximate profiles by an odd reflection with
respect to the x-variable.

Note that in (1.5) the geometry is “linearized” and the shape of the neck “weakly” affects
the limiting bulk behavior only through the constant mf1f2

appearing in the conditions at infinity.
However, if we denote by w+

�
the solution to (1.5), then the family {w+

�
}�>0 is universal; i.e., it is

independent of the geometry of the neck, the bulk regions, and the specific form of W .
We can actually capture a stronger dependence on the geometry, by zooming at the neck as

we did in the subcritical regime. By doing this, we discover that the approximate profiles in Nε

are given by
uε(x, y) ≈ v

�x

ε

�
,

where v solves one-dimensional problem

min

�
1
2

� 1

−1

(f1 + f2)(θ�)2 dx : θ(−1) = −
π mf1f2

π mf1f2
+ 2�

, θ(1) =
π mf1f2

π mf1f2
+ 2�

�
.

Hence, the shape of v is strongly affected by f1 and f2. Note that the wall profile v inside the neck
does not reach −1 and 1 at the ends (as −1 < θ(−1) < θ(1) < 1). This is related to the fact
that part of the transition occurs also in the bulk regions, as described by (1.4) and (1.5). From
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the mathematical point of view, the analysis of the critical regime is the most challenging. It is
still based on the construction of refined lower and upper bounds, but here there is an additional
technical problem: due to the non-trivial interplay between neck and bulk regions, one has to
carefully link the bounds obtained inside to those constructed outside of the neck. The difficulty
is overcome by estimating the oscillation of the local minimizers in Nε through a delicate Harnack
inequality argument (see Propositions 4.8 and 4.20).

There is an interesting observation about problem (1.5): the two conditions at ±∞ are not
independent. It turns out that the logarithmic behavior of w+|{x>0} and the particular form of
Ω+
∞ ∩ {x < 0}, together with at most linear growth at −∞, uniquely determine the asymptotic

behavior of w|{x<0}. More precisely, if w is harmonic in Ω+
∞ with homogeneous Neumann bound-

ary conditions, w|{x>0}(x, y) ≈ m ln |(x, y)| for |(x, y)| large and w|{x<0} grows at most linearly,
then w|{x<0} ≈ cx for |x| large, with c = c(m) uniquely (and explicitly) determined by m (see
Proposition 4.14). This observation will be crucial in order to capture the behavior at −∞ of the
function w+ appearing in (1.4).

Figure 4. The subcritical (on the left) and critical (on the right) thin neck regimes.

The supercritical thin neck regime can be derived as a limit of the critical regime when � → +∞:
We show that uε ≈ 0 inside the neck, while in the bulk region uε is approximately given by (1.4)
and (1.5), with � formally replaced by +∞.

We finally mention that for all regimes we are also able to compute the exact limits of the
rescaled energies | ln δ|Fε(uε, Nε) and | ln δ|Fε(uε,Ωε \ Nε), that is, both inside and outside of the
neck (see the precise statements of the theorems in the next sections).

We conclude this introduction by remarking that we do not attempt to classify or charac-
terize all geometrically constrained walls. We prove the existence of a family of symmetric local
minimizers corresponding to geometrically constrained walls and study their limiting behavior. It
is natural to ask whether or not there are other non-constant local minimizers besides the ones
constructed in Proposition 2.1. Moreover, such a construction makes crucial use of the symmetry
of the domain. The extension of the present analysis to more general non-symmetric domains will
be the subject of future investigation.

The paper is organized as follows. In Section 2 we formulate the problem and construct the
family of geometrically constrained walls that will be studied throughout the paper. The remaining
sections are devoted to the study of their asymptotic behavior in the various regimes. In Section 3
we consider the case of a normal neck. In Section 4 we treat the thin neck regime: for the sake of
presentation we start by considering in Subsection 4.1 the case of a flat neck, since the proofs are
more transparent and yet contain most of the essential ideas. The extension to general non-flat
necks is achieved in Subsection 4.2. Here, the constructions become more intricate and, in fact, it
seems very hard to provide matching lower and upper bounds in the neck. Nevertheless, we are
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able to describe the limiting behavior at infinity thanks to Proposition 4.14, whose proof makes
use of the more precise bounds constructed in the flat case. In Section 5 we obtain the asymptotic
behavior in the thick neck regime. Finally, in the Appendix we collect some auxiliary results used
throughout the paper.

2. Construction of the geometrically constrained walls

In this section we give the precise formulation of the problem and we construct the family of
critical points representing the geometrically constrained walls, which will be investigated through-
out the paper. We also show that under some additional regularity assumptions on the domain
such critical points are local minimizers.

We start by describing the limiting domain. The right part of the limiting domain, denoted
Ωr, is a Lipschitz domain satisfying the following properties (see Figure 5):
(O1): the origin (0, 0) belongs to ∂Ωr;
(O2): Ωr lies in the right half-plane x > 0;
(O3): ∂Ωr ∩Br0(0, 0) is of class C1,γ for some γ ∈ (0, 1) and for some r0 > 0.

The left part, denoted by Ωl, is obtained by reflecting Ωr with respect to the y-axis, i.e.,

Ωl = RΩr := {(−x, y) : (x, y) ∈ Ωr} .1

The limiting set is then given by

Figure 5. The limiting set Ω0.

Ω0 := Ωl ∪ Ωr .

The profile of the neck after rescaling is described by two Lipschitz even functions f1, f2 : [−1, 1] �→
(0,+∞) and by the two small parameters ε > 0 and δ = δ(ε) > 0, which determine the scaling
the length and height of the neck, respectively. Throughout the paper, δ will always be considered
as depending on ε, even though, for notational convenience, we will often omit to explicitly write
such a dependence. We also assume, without loss of generality, that the normalization condition

f1(1) = f2(1) =
1
2

holds, so that the opening of the unscaled neck equals 1. To describe the ε-domain we distinguish
the two cases limε→0+ δ/ε < +∞ and limε→0+ δ/ε = +∞. In the former case, which includes the
normal and thin neck regimes, we set

Ωε = Ωl

ε
∪Nε ∪ Ωr

ε
, (2.1)

where
Ωr

ε
:= Ωr + (ε− cδ1+γ , 0) , Ωl

ε
:= RΩr

ε
(2.2)

1Here and in the following R denotes the reflection with respect to the y-axis.
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and
Nε :=

�
(x, y) : |x| ≤ ε, −δf2

�x

ε

�
< y < δf1

�x

ε

��

(see Figure 6).

Figure 6. The dumbbell-shaped set Ωε in the case limε→0 δ/ε < +∞.

The exponent γ in (2.2) is the one appearing in condition (O3) and the constant c > 0 is big
enough so that the neck Nε is “well attached” to the bulk part of the domain; more precisely, c is
chosen in such a way that the segment {(x, y) : x = ε,−δf2(1) ≤ y ≤ δf1(1)} lies in Ωr

ε
. Note that

this is possible for δ small enough thanks to assumption (O3). We may also assume without loss
of generality that the neck meets only the C1,γ part of ∂Ωr ∪ ∂Ωl (this is a smallness condition on
δ). Observe that if the boundary of Ωr is flat (and vertical) in a neighborhood of the origin, then
there is no need of the correction (cδ1+γ , 0) and we may simply take Ωr

ε
:= Ωr + (ε, 0).

In the case of a thick neck, i.e. when limε→0+ δ/ε = +∞, we always assume the boundary of
Ωr to be flat (and vertical) in a neighborhood of the origin and we take in (2.1) Ωr

ε
:= Ωr + (ε, 0),

Ωl

ε
:= RΩr

ε
. Moreover, as explained in the introduction, we also assume Nε to be flat; i.e., we take

f1 = f2 ≡ 1

2
(see Figure 7). Finally, note that in all cases Ωε is a Lipschitz domain.

It will often be enough to work separately on the right half of Ωε; i.e., on

Ω+

ε
:= Ωε ∩ {x > 0} and N+

ε
:= Nε ∩ {x > 0} .

The corresponding result for

Ω−
ε

:= RΩ+

ε
= Ωε ∩ {x < 0} and N−

ε
:= RN+

ε
= Nε ∩ {x < 0}

will be then deduced by symmetry. We also set

Γ0,ε := {(0, y) : −δf2(0) ≤ y ≤ δf1(0)} = ∂Ω+

ε
∩ {x = 0} .

We view geometrically constrained walls as suitable critical points in Ωε of the energy func-
tional

F (u,Ω) :=
1
2

�

Ω

|∇u|2 dxdy +
�

Ω

W (u) dxdy ,

defined for all u ∈ H1(Ω), where Ω is an open subset of R2. Throughout the paper W : R → [0,+∞)
is a double-well potential with the following properties:

(W1) W is of class C1 and even; i.e. W (u) = W (−u);
(W2) W−1(0) = {−1, 1};
(W3) W � > 0 in (−1, 0) and W � < 0 in (0, 1);
(W4) W is twice differentiable at −1 and 1, with W ��(−1) = W ��(1) > 0.
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Figure 7. The domain Ω+
ε

in the case limε→0 δ/ε < +∞.

A model case is of course represented by W (u) = (u2 − 1)2. Note that (W1), (W2), and (W4)
imply the existence of a constant µ > 0 such that

W �(u) ≥ µ(u− 1) and W (u) ≥ µ(u− 1)2 for u ∈ (0, 1) ,

W �(u) ≤ µ(u + 1) and W (u) ≥ µ(u + 1)2 for u ∈ (−1, 0) .
(2.3)

The critical points representing the geometrically constrained walls are constructed through the
following minimization procedure.

Proposition 2.1. For ε > 0 sufficiently small let wε be a minimizer of the following problem

min{F (v,Ω+

ε
) : v ∈ H1(Ω+

ε
) , v = 0 on Γ0,ε} .

Then
either 0 < wε ≤ 1 or − 1 ≤ wε < 0 in Ω+

ε
. (2.4)

In all cases
�|wε| − 1�

L2(Ω
+
ε )
→ 0 as ε → 0+. (2.5)

Moreover,
F (wε,Ω+

ε
) → 0 as ε → 0+.

Proof. First note that if wε is a minimizer then so is |wε|. Using assumption (W2) on W and a
truncation argument, it is readily seen that 0 ≤ |wε| ≤ 1. Hence, |wε| solves the Euler-Lagrange
equation ∆|wε| = W �(|wε|) in Ω+

ε
and, by standard interior elliptic regularity, |wε| ∈ C1,α

loc
(Ω+

ε
)

for all α ∈ (0, 1). Moreover, ∆|wε| ≤ 0 in Ω+
ε

thanks to (W3) and a standard application of the
Strong Maximum Principle yields |wε| > 0 in Ω+

ε
. Since wε is a Sobolev function, the alternative

(2.4) holds.
As

F (|wε|,Ω+

ε
) ≥

�

Ω
+
ε

W (|wε|) dxdy ≥ µ

�

Ω
+
ε

(|wε| − 1)2 dxdy

by (2.3), in order to obtain (2.5) it is enough to show that F (|wε|,Ω+
ε
) → 0 as ε → 0+. To

this purpose, we exhibit an admissible family of test functions {zε}ε for which F (zε,Ω+
ε
) → 0 as

ε → 0+. Set M := max{�f1�∞, �f2�∞} and consider the domain U+
ε

:= �Nε ∪ {x > ε/2}, where
�Nε := {(x, y) : 0 < x ≤ ε/2 , |y| < Mδ}. Clearly Ω+

ε
⊂ U+

ε
. Fix α ∈ (0, 1) and define

zε(x, y) :=






0 if (x, y) ∈ �Nε ∪BMδ(ε/2, 0),
1

| ln(Mδ1−α)| ln |(x−ε/2,y)|
Mδ

if (x, y) ∈
�
Bδα( ε

2
, 0) \ BMδ( ε

2
, 0)

�
∩ U+

ε
,

1 otherwise in U+
ε

.
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As L2

�
�Nε ∪ (Bδα(ε/2, 0) ∩ {x > ε/2})

�
= δεM + π

2
δ2α and

1
2

�

Uε

|∇zε|2 dxdy =
π

2| ln(Mδ1−α)| ,

we have
(δεM + π

2
δ2α) max

[0,1]

W +
π

2| ln(Mδ1−α)| ≥ F (zε, U
+

ε
) ≥ F (zε,Ω+

ε
). (2.6)

Since the right-hand side of the above inequality tends to zero, the proof of the proposition is
concluded. �

We are ready to define the critical points representing the geometrically constrained walls.
For every ε > 0 sufficiently small we set

uε(x, y) :=

�
wε(x, y) if (x, y) ∈ Ω+

ε
,

−wε(−x, y) if (x, y) ∈ Ω−
ε

,
(2.7)

where {wε} is the family of minimizers constructed in Proposition 2.1, which satisfies the first
inequality in (2.4). Hence,

uε > 0 in Ω+

ε
, uε < 0 in Ω−

ε
, (2.8)

and uε is a weak solution to the Neumann problem
�

∆uε = W �(uε) in Ωε,
∂νuε = 0 on ∂Ωε.

(2.9)

Moreover,

�uε − 1�
L2(Ω

+
ε )
→ 0 , �uε + 1�

L2(Ω
−
ε )
→ 0 , and F (uε,Ωε) → 0 as ε → 0+. (2.10)

We will show that if ∂Ωr is sufficiently regular, then the critical points defined in (2.7) are in fact
local minimizers for ε small enough. To this aim, we need a preliminary lemma dealing with a
precise estimate of the Poincaré constant in suitable subdomains of Ω+

ε
.

Lemma 2.2. Given η ∈ (0, r0) (r0 being the constant appearing in hypothesis (O3)), let Ω+
ε,η

:=
Ω+

ε
∩Bη(ε, 0). Then, there exists C > 0 independent of η such that for η ∈ (0, r0) we have

�

Ω
+
ε,η

|∇ϕ|2 dxdy ≥ C

η2

�

Ω
+
ε,η

|ϕ|2 dxdy for all ϕ ∈ H1(Ω+

ε,η
),

�

Ω
+
ε,η

ϕ dxdy = 0 , (2.11)

provided that ε is small enough.

Proof. We give the proof assuming for simplicity that ∂Ωr is straight (and vertical) in Br0(0, 0).
In fact there is no loss of generality, since one may reduce to this case by applying a local diffeo-
morphism. Assume also

lim
ε→0

δ

ε
< +∞ . (2.12)

We start by recalling the well-known Poincaré Inequality on half balls:
�

Ωr∩Bη(0,0)

|∇ϕ|2 dxdy ≥ C

η2

�

Ωr∩Bη(0,0)

ϕ2 dxdy (2.13)

for all ϕ ∈ H1(Ωr ∩Bη(0, 0)) such
�
Ωr∩Bη(0,0)

ϕ dxdy = 0, with C > 0 a universal constant.
We split the remaining part of the proof into three steps.

Step 1. Set Rε := (0, ε)× (−δ, 0). We claim that
�

Rε

|∇ϕ|2 dxdy ≥ 1
ε2

�

Rε

|ϕ|2 dxdy for all ϕ ∈ H1(Rε) s.t. ϕ = 0 on {x = ε}. (2.14)

Indeed, if ϕ is of class C1, then for all (x, y) ∈ Rε we may write ϕ(x, y) = −
�

ε

x

∂ϕ

∂x
(s, y) ds and, in

turn, by Hölder Inequality we get ϕ2(x, y) ≤ ε
�

ε

0
|∇ϕ(s, y)|2 ds. Integrating the last inequality with

respect to x and y, (2.14) follows for ϕ of class C1. The general case is obtained by approximation.
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Step 2. We claim the existence of a constant C1 > 0 independent of ε such that
�

N
+
ε

|∇ϕ|2 dxdy ≥ C1

ε2

�

N
+
ε

|ϕ|2 dxdy for all ϕ ∈ H1(N+

ε
) s.t. ϕ = 0 on {x = ε}. (2.15)

Indeed, let Φε : Rε → N+
ε

be the bi-Lipschitz diffeomorphism defined as

(x, y) �→
�
x, [f1(x

ε
) + f2(x

ε
)]y + δf1(x

ε
)
�

.

Using (2.12), one may check that

0 < c1 ≤ detDΦε ≤ c2 and |DΦε| ≤ c2 , (2.16)

with c1 and c2 independent of ε. Fix ϕ ∈ H1(N+
ε

) such that ϕ = 0 on {x = ε}. Since ϕ ◦ Φε ∈
H1(Rε), by the previous step and a change of variable we have

�

N
+
ε

DΦεDΦT
ε

detDΦε

◦ Φ−1

ε
∇ϕ · ∇ϕ dxdy =

�

Rε

|∇(ϕ ◦ Φε)|2 dxdy

≥ 1
ε2

�

Rε

|ϕ ◦ Φε|2 dxdy =
1
ε2

�

N
+
ε

1
detDΦε

◦ Φ−1

ε
|ϕ|2 dxdy .

Recalling (2.16), the claim follows.
Step 3. Note that �Ω+

ε
:= Ω+

ε,η
− (ε, 0) = (Ωr ∩Bη(0, 0)) ∪ (N+

ε
− (ε, 0)). Set

λε := min
��

eΩ+
ε

|∇ϕ|2 dxdy : �ϕ�
L2(eΩ+

ε )
= 1 and

�

eΩ+
ε

ϕ dxdy = 0
�

. (2.17)

Clearly, in order to conclude the proof of the lemma it is enough to show that

lim inf
ε→0

λε ≥
C

η2
, (2.18)

where C is the constant appearing in (2.13). To this aim fix any subsequence εn → 0+ and assume,
without loss of generality, that limn λεn < +∞. Let {ϕn} be the corresponding minimizers in
(2.17). Since sup

n
�ϕn�2H1(Ωr∩Bη(0,0))

≤ sup
n

λεn + 1 < +∞, there exist ϕ and a subsequence (not
relabelled) such that

ϕn � ϕ weakly in H1(Ωr ∩Bη(0, 0)). (2.19)
We claim that �

Ωr∩Bη(0,0)

ϕ dxdy = 0 and
�

Ωr∩Bη(0,0)

ϕ2 dxdy = 1 . (2.20)

To this aim, extend ϕn|Ωr∩Bη(0,0) to a function ϕ̃n ∈ H1(R2) in such a way that

�ϕ̃n�H1(R2) ≤ C ��ϕn�H1(eΩ+
εn )

, (2.21)

with C � independent of n. Note that this is possible due to the regularity of ∂Ωr. Fix p > 2. Then,
�

N
+
εn−(εn,0)

ϕ̃2

n
dxdy ≤

��

N
+
εn−(εn,0)

ϕ̃p

n
dxdy

� 2
p |N+

εn
|1−

2
p ≤ cp�ϕn�2

H1(eΩ+
εn )

|N+

εn
|1−

2
p → 0 , (2.22)

where we used the imbedding of H1(R2) into Lp(R2) and (2.21). Moreover,
�

N
+
εn−(εn,0)

|∇ϕn|2 dxdy ≥ 1
2

�

N
+
εn−(εn,0)

|∇(ϕn − ϕ̃n)|2 dxdy −
�

N
+
εn−(εn,0)

|∇ϕ̃n|2 dxdy (2.23)

≥ C1

ε2
n

�

N
+
εn−(εn,0)

|ϕn − ϕ̃n|2 dxdy − C2 ,

where in the last inequality we have used (2.15) and the fact that sup
n
�ϕ̃n�2H1(R2)

≤ C2 < +∞
by (2.21). Since the left-hand side of (2.23) is bounded, recalling (2.22), we deduce

�

N
+
εn−(εn,0)

ϕ2

n
dxdy → 0 and

�

N
+
εn−(εn,0)

ϕn dxdy ≤
��

N
+
εn−(εn,0)

ϕ̃2

n
dxdy

� 1
2 |N+

εn
| 12 → 0 .
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Thus, claim (2.20) follows observing that
�
Ωr∩Bη(0,0)

ϕn dxdy = −
�

N
+
εn−(εn,0)

ϕn dxdy,�
Ωr∩Bη(0,0)

ϕ2
n

dxdy = 1−
�

N
+
εn−(εn,0)

ϕ2
n

dxdy, and recalling (2.19).
By lower semicontinuity we then have

lim
n→∞

λεn ≥ lim inf
n→∞

�

Ωr∩Bη(0,0)

|∇ϕn|2 dxdy ≥
�

Ωr∩Bη(0,0)

|∇ϕ|2 dxdy ≥ C

η2
,

where the last inequality is a consequence of (2.13) and (2.20). This concludes the proof of (2.18)
and, in turn, of the lemma under assumption (2.12). If (2.12) does not hold; i.e., if we are in thick
neck regime, then the proof is similar and in fact easier since in this case the neck is assumed to
be flat. We leave the details to the reader. �

We are in a position to show that under additional regularity assumptions on W and ∂Ωr the
critical points {uε} are in fact local minimizers.

Proposition 2.3. In addition to the standing hypotheses, assume that the potential W is of class
C2 and ∂Ωr is of class C1,γ . Then, the critical points defined in (2.7) are isolated local minimizers
in the following sense: there exists β > 0 independent of ε such that

F (uε,Ωε) < F (v,Ωε) for all v ∈ H1(Ωε) s.t. 0 < �uε − v�L∞(Ωε) ≤ β,

provided that ε is small enough.

Proof. Given u ∈ H1(Ωε), Ω ⊂ Ωε, and ϕ ∈ H1(Ω), we may consider the second variation of the
functional F (·,Ω) at u with respect to the direction ϕ, defined as

∂2F (u,Ω)[ϕ] :=
d2

dt2
F (u + tϕ, Ω)|t=0 =

�

Ω

|∇ϕ|2 dxdx +
�

Ω

W ��(u)ϕ2 dxdy .

Step 1. We claim the existence of β0 > 0, independent of ε, such that

∂2F (uε,Ω+

ε
)[ϕ] > β0�ϕ�2

L2(Ω
+
ε )

for all ϕ ∈ H1(Ω+

ε
), with ϕ �= 0, (2.24)

provided that ε is small enough. To this aim, fix η ∈ (0, r0) and for all τ ∈ (0, η/2] set Aε(τ) :=
Ω+

ε
∩ {|(x − ε, y)| > τ |}. Then, by (2.9), (2.10), and standard regularity estimates (here we are

using the C1,γ regularity of ∂Ωr) we get, in particular,

�uε − 1�L∞(Aε(τ)) → 0 .

By condition (W4) on the potential W , we then have

W ��(uε) >
W ��(1)

2
> 0 in Aε(τ), (2.25)

provided that ε is sufficiently small.

Figure 8. The sets Ω+
ε,τ

and Aε(τ).
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Set
ϕ := −

�

Ω
+
ε,η

ϕ dxdy ,

where Ω+
ε,η

is the set defined in Lemma 2.2. Using the Poincaré inequality (2.11), for ε sufficiently
small and for α > 0 (to be chosen later) we have

∂2F (uε,Ω+

ε,η
)[ϕ] ≥ C

η2

�

Ω
+
ε,η

|ϕ− ϕ|2 dxdy +
�

Ω
+
ε,η

W ��(uε)ϕ2 dxdy

=
C

η2

�

Ω
+
ε,η

|ϕ− ϕ|2 dxdy +
�

Ω
+
ε,η

W ��(uε)|ϕ− ϕ|2 dxdy

+ 2ϕ

�

Ω
+
ε,η

W ��(uε)(ϕ− ϕ) + ϕ2

�

Ω
+
ε,η

W ��(uε) dxdy

≥
�

C

η2
− (1 + α)|W ��|L∞(0,1)

� �

Ω
+
ε,η

|ϕ− ϕ|2 dxdy

+ ϕ2

��

Ω
+
ε,η

W ��(uε) dxdy − 1
α

�

Ω
+
ε,η

|W ��(uε)| dxdy

�
. (2.26)

Note that

|Ω+

ε,τ
| ≤ cτ2 and |Ω+

ε,η
∩Aε(τ)| ≥ η2

c
(2.27)

for some constant c > 1 independent of η and τ , provided that ε is sufficiently small. Therefore,
choosing τ2 := η2W ��(1)/(4c2|W ��|L∞(0,1)), also by (2.25), we have

�

Ω
+
ε,η

W ��(uε) dxdy =
�

Ωε,η∩Aε(τ)

W ��(uε) dxdy +
�

Ω
+
ε,τ

W ��(uε) dxdy

≥ W ��(1)
2c

η2 − c|W ��|L∞(0,1)τ
2 =

W ��(1)
4c

η2 .

Hence, recalling (2.26) and the first inequality in (2.27) (with τ replaced by η), we conclude that

∂2F (uε,Ω+

ε,η
)[ϕ] ≥

�
C

η2
− (1 + α)|W ��|L∞(0,1)

� �

Ω
+
ε,η

|ϕ− ϕ|2 dxdy

+ η2

�
W ��(1)

4c
− c

α
|W ��|L∞(0,1)

�
ϕ2

≥ min
�

C

η2
− (1 + α)|W ��|L∞(0,1),

η2

|Ω+
ε,η|

�
W ��(1)

4c
− c

α
|W ��|L∞(0,1)

��
�ϕ�2

L2(Ω
+
ε,η)

. (2.28)

It is now clear that we can choose α so large and η so small that the constant multiplying �ϕ�2
L2(Ω

+
ε,η)

in the above inequality is positive. Finally, note that by (2.25)

∂2F (uε, Aε(η))[ϕ] ≥
�

Aε(η)

W ��(uε)ϕ2 dxdy >
W ��(1)

2
�ϕ�2

L2(Aε(η))
. (2.29)

Collecting (2.28) and (2.29), we obtain (2.24).
Step 2. By (2.24) and the analogous inequality in Ω−

ε
, we have

∂2F (uε,Ωε)[ϕ] > β0�ϕ�2L2(Ωε)
for all ϕ ∈ H1(Ωε), with ϕ �= 0. (2.30)

Since W �� is of class C2, we may find β ∈ (0, 1) so that

|W ��(t + s)−W ��(t)| ≤ β0

2
for all t ∈ [−1, 1] and s ∈ [−β, β]. (2.31)

Fix v ∈ H1(Ωε) such that 0 < �uε − v�L∞(Ωε) ≤ β and set f(t) := F (uε + t(v − uε),Ωε). Then,
for t ∈ (0, 1) we have

f ��(t) = ∂2F (uε + t(v − uε),Ωε)[v − uε]
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≥ ∂2F (uε,Ωε)[v − uε]−
�

Ωε

|W ��(uε + t(v − uε))−W ��(uε)|(v − uε)2 dxdy

≥ β0�uε − v�2
L2(Ωε)

− β0

2
�uε − v�2

L2(Ωε)
=

β0

2
�uε − v�2

L2(Ωε)
,

where in the last inequality we have used (2.30) and (2.31). Hence, also by the fact that f �(0) = 0
due to the criticality of uε, we deduce

F (v,Ωε) = f(1) = f(0) +
� 1

0

(1− t)f ��(t) dt

≥ F (uε,Ωε) +
β0

2
�uε − v�2

L2(Ωε)

� 1

0

(1− t) dt = F (uε,Ωε) +
β0

4
�uε − v�2

L2(Ωε)
,

which concludes the proof of the proposition. �

3. The normal neck

We start with the case where the length and the width of the neck scale with the same order.
We call this a normal neck.

Throughout the section we assume that δ = δ(ε) satisfies

lim
ε→0

δ

ε
= � 0 < � < +∞ . (3.1)

Before stating the main result we need to introduce the domain Ω∞, where the asymptotic
(rescaled) wall profile will be defined. Roughly speaking it is given by the limit of the rescaled sets
1

ε
Ωε and consists of the union of two half planes (the limits of the rescaled bulk domains) and the

rescaled neck. More precisely,

Ω∞ := Ωl

∞ ∪N∞ ∪ Ωr

∞ ,

where Ωl

∞ := {(x, y) : x < −1}, Ωr

∞ := {(x, y) : x > 1}, and N∞ := {(x, y) : |x| ≤ 1, −�f2(x) <
y < �f1(x)} (see Figure 9 below).

Figure 9. The limiting set Ω∞.

We are ready to state the main theorem of this section.

Theorem 3.1. Assume that (3.1) holds. Let {uε} be the family of minimizing geometrically
constrained walls defined in (2.7) and {vε} the corresponding rescaled profiles defined by

vε(x, y) := |ln ε|uε(εx, εy)
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for (x, y) ∈ 1

ε
Ωε. Then, for every p ≥ 1 we have vε → v in W 2,p

loc
(Ω∞) as ε → 0+, where v is the

unique solution to the following problem:





∆v = 0 in Ω∞,

∂νv = 0 on ∂Ω∞,
v(x, y)

ln |(x, y)| → 1 as |(x, y)| → +∞ with x > 1,

v(x, y)
ln |(x, y)| → −1 as |(x, y)| → +∞ with x < 1,

v(0, 0) = 0 .

(3.2)

Moreover, ∇vεχ 1
ε Ωε

→ ∇vχΩ∞ in L2

loc
(R2; R2) as ε → 0+. Finally,

lim
ε→0+

| ln ε|F (uε,Ωε) = π . (3.3)

Remark 3.2. Note that the local convergence of {vε} to v stated in the theorem is well defined.
Indeed, since R2 \ 1

ε
Ωε → R2 \Ω∞ in the Hausdorff metric, it follows that for every Ω� ⊂⊂ Ω∞ we

have Ω� ⊂⊂ 1

ε
Ωε for ε sufficiently small.

Remark 3.3. The theorem states that the rescaled profiles of the minimizing geometrically con-
strained walls and the energy display a universal behavior, which depends only on the shape of the
rescaled neck. In particular, it is independent of Ωl, Ωr, and the particular shape of the double-well
potential W .

Proof of Theorem 3.1. By symmetry it is enough to investigate the asymptotic behavior of vε|Ω+
ε
.

The study is based on the construction of suitable subsolutions and supersolutions.
To this aim, it is convenient to introduce a conformal map, which straightens the boundary of

Ωr near the origin. More precisely, we may find η ∈ (0, r0) (see (O3)) and Φ = (Φ1,Φ2) : Bη(0, 0) →
R2 of class C1,γ with the following properties:

(a) Φ(0, 0) = (0, 0), DΦ(0, 0) = Id;
(b) Φ is conformal in Bη(0, 0) ∩ Ωr;
(c) Φ maps ∂Ωr ∩Bη(0, 0) into a vertical segment contained in the y-axis;
(d) detDΦ ≥ 1

2
in Bη(0, 0).

The existence of such maps is guaranteed by the regularity assumption (O3) and by a theorem
due to Pommerenke (see [17]). We also consider the translated map Φε = (Φε,1,Φε,2) defined as
Φε(·, ·) := Φ(· − ε + cδ1+γ , ·). For all 0 ≤ ρ0 < ρ1 (with ρ1 sufficiently small) we may consider the
sets

A(ρ0, ρ1) := {(x, y) ∈ Bη(0, 0) : ρ0 < |Φ| < ρ1, Φ1 > 0} ⊂ Ωr ,

Aε(ρ0, ρ1) := (ε− cδ1+γ , 0) + A(ρ0, ρ1)

= {(x, y) ∈ Bη(ε− cδ1+γ , 0) : ρ0 < |Φε| < ρ1, Φε,1 > 0} ⊂ Ωr

ε
.

Step 1. (Lower bounds) We start by constructing a family of functions that will provide a lower
bound for uε in a suitable subregion of Ωr

ε
. An entirely similar construction will provide an

upper bound in the corresponding subregion of Ωl

ε
. To this aim, fix 0 < ρ0 < ρ1 such that

Aε(ρ0, ρ1) ⊂⊂ Bη(ε − cδ1+γ , 0) ∩ {x > ε − cδ1+γ} (see Figure 10). Then, by (2.9), (2.10), and
standard regularity estimates (here we are using the C1,γ regularity of ∂Ωr ∩ Bη(0, 0)) we get, in
particular,

ηε := �uε − 1�
C1,γ(Aε(ρ0,ρ1))

→ 0 . (3.4)
Set

Γε := {|Φε| = ρ0,Φε,1 > 0} (3.5)
and choose c1 > 0 such that

c1 > max{�, 1} . (3.6)
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Figure 10. The annulus where the convergence is uniform.

Note that

Aε(c1ε, ρ0)
ε

→ {x ≥ 1} \ Bc1(1, 0) locally in the Hausdorff metric.

Let wε : Aε(c1ε, ρ0) → [0,+∞) be defined as

wε := (1− ηε)
�
1−

ln |Φε|
ρ0

ln c1ε

ρ0

�
. (3.7)

Using the conformal character of Φε, one can see that wε satisfies:





∆wε = 0 in Aε(c1ε, ρ0) ,

wε = 0 on {|Φε| = c1ε, Φε,1 > 0} ,

wε = 1− ηε on Γε ,

∂νwε = 0 on ∂Aε(c1ε, ρ0) ∩ ∂Ωr

ε
.

On the other hand, recalling (2.9), the fact that W �(uε) ≤ 0 in Aε(c1ε, ρ0) by assumption (W3),
and the definition of ηε, we deduce






∆uε ≤ 0 in Aε(c1ε, ρ0) ,

uε ≥ 0 on {|Φε| = c1ε, Φε,1 > 0} ,

uε ≥ 1− ηε on Γε ,

∂νuε = 0 on ∂Aε(c1ε, ρ0) ∩ ∂Ωr

ε
.

The weak comparison principle stated in Proposition 6.1 now gives

wε ≤ uε in Aε(c1ε, ρ0) . (3.8)

Moreover, using the expansion

|Φε(εx, εy)| = ε|(x− 1, y)|+ o(ε) (3.9)

and (3.4), one can easily check that

| ln ε|wε(ε ·, ε ·) → ln
|(· − 1, ·)|

c1

uniformly on the compact subsets of {x > 1} \ Bc1(1, 0). (3.10)

Step 2. (Upper bounds) We will construct a supersolution in the region

N+

ε
∪Aε(0, ρ0)
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(see Figure 10). The construction of the comparison function will be performed separately in

Cε := N+

ε
∪Aε(0, c1ε) and Aε(c1ε, ρ0) .

Here c1 and ρ0 are the same constants chosen in the previous step. Set C∞ := N+
∞∪(Bc1(1, 0)∩{x >

1}), see figure 11. Using the definition of the sets Aε(0, c1ε) and the properties of the map Φε, it
is easy to see that

Cε

ε
→ C∞ in the Hausdorff metric.

The convergence is in fact much stronger as it will be specified later. Let z̃ be the solution to





∆z̃ = 0 in C∞ ,

z̃ = 0 on ∂C∞ ∩ {x = 0} =: σ0 ,

z̃ = 1 on ∂Bc1(1, 0) ∩ {x ≥ 1} =: σ1 ,

∂ν z̃ = 0 on ∂C∞ \ (σ0 ∪ σ1) .

Since z̃ achieves its maximum on σ1, Hopf’s Lemma, combined with a reflection argument to

Figure 11. Limiting subdomain C∞.

remove the corner singularities at (1, c1) and (1,−c1), implies that ∂ν z̃ is strictly positive on σ1.
The same reflection argument shows that ∂ν z̃ is of class C∞ up to the end-points of σ1. Hence,
there exists a > 0 such that

∂ν z̃ > a > 0 on σ1 . (3.11)

Let σε

0 and σε

1 denote the portions of ∂(Cε/ε) approximating σ0 and σ1, respectively. We may now
consider the solution z̃ε to the following problem:






∆z̃ε = −ε in Cε
ε

,

z̃ε = 0 on σε

0 ,

z̃ε = 1 on σε

1 ,

∂ν z̃ε = 0 on ∂Cε
ε

\ (σε

0 ∪ σε

1) .

(3.12)

In order to study the asymptotic behavior of z̃ε we need to better exploit the convergence of Cε/ε:
From the definition of N+

ε
, the assumption (O3), and the properties of the map Φε, one can easily

check that there exist bilipschitz transformations Ψε : C∞ → Cε/ε such that Ψε and Ψ−1
ε

converge
to the identity map in the W 1,∞-norm. Moreover, Ψε can be taken conformal (and in fact equal
to 1

ε
Φ−1

ε
(ε ·, ε ·)) in a neighborhood U of σ1, with C1,γ-norms bounded by a constant independent
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of ε. Hence, the functions ẑε := z̃ε ◦Ψε satisfy





div (Aεẑε) = gε in C∞ ,

ẑε = 0 on σ0 ,

ẑε = 1 on σ1 ,

�Aε∇ẑε, ν� = 0 on ∂C∞ \ (σ0 ∪ σ1) ,

where Aε → Id uniformly in C∞ with equibounded C0,γ-norms in U ∩C∞ and gε → 0 in C0,γ(U ∩
C∞). Standard elliptic estimates now imply that ẑε → z̃ strongly in H1(C∞) and in C2,σ(U ∩C∞)
for every σ ∈ (0, γ). Note that in order to prove the last statement a (local) reflection argument
in needed as before to remove the corner singularites at the intersection points of σ1 with {y = 1}.
This is possible due to the fact that the matrices Aε are of the form λεId for a suitable coefficient
λε of class C0,γ in U . Recalling that ẑε := z̃ε ◦Ψε and taking into account (3.11) we deduce that
for all ε small enough

∂ν z̃ε > a > 0 on σε . (3.13)
In order to construct the supersolution in Aε(c1ε, r0) we consider first the following auxiliary
problem 





∆hε = 2µhε in Bρ0(0, 0) \ Bc1ε(0, 0) ,

hε = −1 on ∂Bc1ε(0, 0) ,

hε = 0 on ∂Bρ0(0, 0) .

(3.14)

A straightforward application of Proposition 6.1 yields −1 ≤ hε ≤ 0. Moreover, the solution is
necessarily radial and can be written in the form

hε(x, y) = rε(
�

2µ|(x, y)|) , (3.15)

where rε solves the corresponding ODE:





r��
ε
(t) + r

�
ε(t)

t
− rε(t) = 0 in (c1ε

√
2µ, ρ0

√
2µ) ,

rε(c1ε
√

2µ) = −1 ,

rε(ρ0

√
2µ) = 0 .

(3.16)

The general solution to the ODE takes the form rε(t) = aI0(t) + bK0(t), where I0 and K0 are the
zero-order modified Bessel functions of first and second kind, respectively (see [1]). After some
elementary calculations, one finds

rε(t) = − I0(ρ0

√
2µ)

I0(ρ0

√
2µ)K0(c1ε

√
2µ)−K0(ρ0

√
2µ)I0(c1ε

√
2µ)

�
− K0(ρ0

√
2µ)

I0(ρ0

√
2µ)

I0(t) + K0(t)
�

. (3.17)

We are now ready to define

zε(x, y) :=






m

| ln ε| z̃ε

�x

ε
,
y

ε

�
in Cε ,

�
1− m

| ln ε|

�
hε(Φε(x, y)) + 1 in Aε(c1ε, ρ0) ,

(3.18)

where the constant m > 0 will be chosen below. Using (3.15), (3.17), the identities

I �0(t) = I1(t) and K �
0(t) = −K1(t) , (3.19)

together with the fact that

I0(0) = 1 ,
K0(t)
| ln t| → 1 as t → 0+ , (3.20)

and
I1(t) = O(t) , tK1(t) → 1 as t → 0+ , (3.21)

one can check that for all M > c1

λ1

ε| ln ε| ≤ |∇hε| ≤
λ2

ε| ln ε| in Aε(c1ε, Mε) , (3.22)
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with λ1, λ2 > 0 depending only on M (and independent of ε). Here, I1 and K1 denote the
first-order modified Bessel functions of first and second kind, respectively.

On the other hand, denoting by νCε the outer unit normal to Cε along εσε

1, by (3.13) we have
m

ε| ln ε|∇z̃ε

�x

ε
,
y

ε

�
· νCε(x, y) >

ma

ε| ln ε| for (x, y) ∈ εσε

1 .

Therefore, we may choose m > 0 so big that

m

ε| ln ε|∇z̃ε

�x

ε
,
y

ε

�
· νCε(x, y) >

�
1− m

| ln ε|

�
∂νCε

(hε ◦ Φε)(x, y) for (x, y) ∈ εσε

1 (3.23)

for ε small enough. By (3.12) and (3.18) we have

∆zε = − m

ε| ln ε| < µ(zε − 1) in Cε for ε small enough. (3.24)

Moreover, recalling that Φε is conformal, we can write

∆zε = detDΦε (∆hε) ◦ Φε = detDΦε 2µ(zε − 1) ≤ µ(zε − 1) in Aε(c1ε, ρ0) , (3.25)

where in the last inequality we used the fact that detDΦε ≥ 1

2
(by assumption (d) on the map Φ)

and zε − 1 ≤ 0. Thus, we can summarize (3.23), (3.24), and (3.25) as follows:





∆zε ≤ µ(zε − 1) in the sense of distributions in N+
ε
∪Aε(0, ρ0),

zε = 0 on εσε

0 ,

zε = 1 on Γε ,

∂νzε = 0 on the remaining part of ∂(N+
ε
∪Aε(0, ρ0)) ,

(3.26)

where Γε is defined in (3.5). Recall now that by (2.3) and (2.9), we have





∆uε ≥ µ(uε − 1) in N+
ε
∪Aε(0, ρ0),

uε = 0 on εσε

0 ,

uε ≤ 1 on Γε ,

∂νzε = 0 on the remaining part of ∂(N+
ε
∪Aε(0, ρ0)) .

(3.27)

The weak comparison principle stated in Proposition 6.1 eventually yields

uε ≤ zε in N+

ε
∪Aε(0, ρ0) . (3.28)

In order to study the pointwise behavior of zε, note that by (3.19)2 for every t > 1 we have

K0(εt)−K0(ε) = −
�

εt

ε

K1(s) ds = −
�

t

1

(K1(εz)εz)
1
z

dz .

On the other hand, by (3.21)2 for every η ∈ (0, 1) we have

(1− η) ln t ≤
�

t

1

(K1(εz)εz)
1
z

dz ≤ (1 + η) ln t ,

provided that ε is small enough. We deduce that for t > 1

K0(ε)−K0(εt) → ln t as ε → 0.

Hence, using also (3.20) and the expansion (3.9), after a lengthy but straightforward calculation it
can be checked that

| ln ε|zε(εx, εy) → m + ln
|(x− 1, y)|

c1

for (x, y) ∈ {x > 1} \ Bc1(1, 0) as ε → 0. (3.29)

Moreover, taking into account (3.22), we may conclude that the above convergence is in fact
uniform on the compact subsets of {x > 1} \ Bc1(1, 0).
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Step 3. (Limit of the energy) By (3.28), we have uε ≤ m

| ln ε| on {|Φε| = c1ε , Φε,1 > 0}. Hence, also
by (3.4),

lim inf
ε→0

| ln ε|F (uε,Ω+

ε
) ≥ lim inf

ε→0

| ln ε|
2

�

Aε(c1ε,ρ0)

|∇uε|2dxdy

≥ lim
ε→0

| ln ε|min

�
1
2

�

Aε(c1ε,ρ0)

|∇u|2dxdy : u ≤ m

| ln ε| on {|Φε| = c1ε , Φε,1 > 0} ,

u ≥ 1− ηε on {|Φε| = ρ0 , Φε,1 > 0}
�

= lim
ε→0

| ln ε|min

�
1
2

�

Aε(c1ε,ρ0)

|∇u|2dxdy : u = m

| ln ε| on {|Φε| = c1ε , Φε,1 > 0} ,

u = 1− ηε on {|Φε| = ρ0 , Φε,1 > 0}
�

, (3.30)

where the last equality easily follows by a truncation argument. The unique minimizer of the last
minimum problem is given by zε := wε ◦ Φε, with

wε(x, y) := 1− ηε +
1− ηε − m

| ln ε|

ln ρ0
c1ε

ln
|(x, y)|

ρ0

.

By computing explicitly its energy, we deduce from (3.4) and (4.65) that

lim inf
ε→0

| ln ε|F (uε,Ωε) = 2 lim inf
ε→0

| ln ε|F (uε,Ω+

ε
) ≥ lim inf

ε→0
| ln ε|

�

Aε(c1ε,ρ0)

|∇zε|2dxdy

= lim inf
ε→0

| ln ε|
�

{c1ε<|(x,y)|<ρ0, x>0}
|∇wε|2dxdy = lim

ε→0
| ln ε|π

�
1− ηε − m

| ln ε|

�2

ln ρ0
c1ε

= π .

Note that the second equality follows from the conformal character of Φε. For the opposite in-
equality, observe that by (2.6) we obtain

lim sup
ε→0

| ln ε|F (uε,Ωε) = 2 lim sup
ε→0

| ln ε|F (uε,Ω+

ε
) ≤ π

1− α
,

where α is any number in (0, 1). Hence, (3.3) is established.
Step 4. (Asymptotic behavior) By (3.28) and the final part of Step 2, recalling that uε ≥ 0 in Ω+

ε
,

we conclude that {vεχΩ
+
ε /ε

} is locally equibounded in L∞(R2). By symmetry, the same holds for
{vεχΩε/ε}. Since

�
∆vε = ε2| ln ε|W �( vε

| ln ε| ) in Ωε
ε

,

∂νvε = 0 on ∂Ωε
ε

,

where the W �(vε/| ln ε|)’s are in turn equibounded in the L∞-norm, we may apply Proposition 6.2
to obtain the existence of a harmonic function v, with v(0, 0) = 0 and ∂νv = 0 on ∂Ω∞, and a
subsequence (not relabelled) such that vε → v in W 2,p

loc
(Ω∞) for every p ≥ 1 and ∇vεχΩε/ε →

∇vχΩ∞ in L2

loc
(R2; R2). Moreover, by (3.8), (3.10), (3.28), and (3.29) we obtain

ln
|(x− 1, y)|

c1

≤ v(x, y) ≤ m + ln
|(x− 1, y)|

c1

for (x, y) ∈ {x > 1} \ Bc1(1, 0). Hence,

v(x, y)
ln |(x, y)| → 1 as |(x, y)| → +∞ with x > 1,

and by symmetry we conclude that v solves (3.2).
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Step 5. (Uniqueness) In order to conclude the proof we are left with showing that problem (3.2)
admits a unique solution. To this aim let v1 and v2 be two solutions. Then w := v1 − v2 satisfies






∆w = 0 in Ω∞,

∂νw = 0 on ∂Ω∞,
w(x, y)

ln |(x, y)| → 0 as |(x, y)| → +∞,

w(0, 0) = 0 .

Let w+ denote the restriction of w to the half-space {x > 1}. Reflecting w+ with respect to
{x = 1} we obtain a w̃ that is harmonic in R2 \ {(x, y) : x = 1, − �

2
≤ y ≤ �

2
} and satisfies

lim
|(x,y)|→+∞

w̃(x, y)
ln |(x, y)| = 0 .

Consider the function z := w̃ ◦K�, where K� is the Kelvin transform

(x, y) �→
�

2
(x + 1, y)

|(x + 1, y)|2 .

Then z is harmonic in B1(0, 0) \ {(0, 0)} and satisfies

lim
(x,y)→0

z(x, y)
ln |(x, y)| = 0 .

It is well known that under these circumstances (0, 0) is a removable singularity. In particular z
is bounded; that is, w̃ is bounded. Arguing similarly for the restriction of w to {x < −1}, we
conclude that w is bounded in Ω∞. By the Riemann Mapping Theorem there exists a conformal
mapping Ψ that maps the infinite strip R := (−1, 1) × R onto Ω∞. Hence w ◦ Ψ in bounded
and harmonic in R and satisfies a homogeneous Neumann condition on ∂R. By reflecting w ◦ Ψ
infinitely many times, we obtain a bounded entire harmonic function. By Liouville Theorem, we
conclude that w is constant and thus w ≡ 0.

�

4. The thin neck

The section is devoted to the asymptotic analysis of the family {uε} when the height δ of the
neck converges to zero faster than the width ε; i.e.,

lim
ε→0

δ

ε
= 0. (4.1)

In fact, unlike the higher dimensional case (see [15]), we need to further distinguish three subregimes
according to the following cases:

lim
ε→0+

δ| ln δ|
ε

= 0 , lim
ε→0+

δ| ln δ|
ε

= � ∈ (0,+∞) , and lim
ε→0+

δ| ln δ|
ε

= +∞ .

We will refer to them as the subcritical, the critical, and the supercritical thin neck regime, respec-
tively.

In addition to the standing assumptions stated in Section 2, throughout the section we assume
that

f1 , f2 ∈ C1,1([−1, 1]) ,

and, without loss of generality, that the normalization condition

f1(1) = f2(1) =
1
2
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holds. We now state the main results of this section. We start by considering the subcritical case.
We will show that in the limit the whole transition from −1 to 1 takes place in the neck . This is
done by rescaling the transition profiles uε to the fixed domain

N := {(x, y) : |x| < 1,−f2(x) < y < f1(y)} . (4.2)

Theorem 4.1 (Subcritical thin neck). Assume that (4.1) holds and that

lim
ε→0+

δ| ln δ|
ε

= 0 . (4.3)

Let {uε} be the family of minimizing geometrically constrained walls constructed in Proposition 2.1
and {vε} the family of rescaled profiles defined by

vε(x, y) := uε(εx, δy) . (4.4)

Then vε → v in H1(N) and in L∞(N), where v(x, y) := v̂(x) with v̂ being the unique solution to
the one-dimensional problem

min
�

1
2

� 1

−1

(f1 + f2)(θ�)2 dx : θ ∈ H1(−1, 1), θ(−1) = −1 , θ(1) = 1
�

. (4.5)

Moreover,

lim
ε→0+

ε

δ
F (uε,Ωε) = lim

ε→0+

ε

δ
F (uε, Nε) = 2

�� 1

−1

1
f1 + f2

dx

�−1

. (4.6)

Remark 4.2. Also in this case the rescaled profiles vε display a universal behavior that depends
only on the shape of the neck. The one-dimendional nature of the limiting wall profile is related
to the fact that the height of the varying necks is much smaller than their width. The boundary
conditions satisfied by v̂ show that the complete transition from −1 to 1 asymptotically takes place
in the neck. Equation (4.6) reflects the same fact from the energy view point.

We move now to the critical case. Differently from the previous regime, the transition partly
occurs also outside the neck. In order to describe the limiting behavior of the family {uε} we
need to use three different magnifying glasses: the first one, centered at the origin, will catch
the asymptotic one-dimensional behavior of the profiles inside the neck through the same scaling
considered in Theorem 4.1. The second and the third one act with a dilation of order 1

δ
about the

points (ε, 0) and (−ε, 0), respectively, and deliver the limiting behavior of the transition profiles
outside the neck (in the right and in the left bulk regions of the varying domains, respectively). In
order to state the next result, we set

mf1f2
:=

� 1

−1

1
f1 + f2

dx . (4.7)

Theorem 4.3 (Critical thin neck). Assume that (4.1) holds and that

lim
ε→0+

δ| ln δ|
ε

= � ∈ (0,+∞) . (4.8)

Let {uε} be the family of minimizing geometrically constrained walls constructed in Proposition 2.1.
Then the following statements hold true.

(i) Let {vε} the family of rescaled profiles defined by (4.4). Then vε → v in H1(N) and in
L∞(N), where v(x, y) := v̂(x) with v̂ being the unique solution to the one-dimensional
problem

min
�

1
2

� 1

−1

(f1 + f2)(θ�)2 dx : θ ∈ H1(−1, 1) ,

θ(−1) = −
π mf1f2

π mf1f2
+ 2�

, θ(1) =
π mf1f2

π mf1f2
+ 2�

�
. (4.9)
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Moreover,

lim
ε→0+

| ln δ|F (uε, Nε) =
2�π2 mf1f2�

π mf1f2
+ 2�

�2
. (4.10)

(ii) Define

w+

ε
(x, y) := | ln δ|uε(δx + ε, δy) for (x, y) ∈ �Ω+

ε
:= Ω

+
ε −(ε,0)

δ
. (4.11)

Then, setting cε := uε(ε, 0),

cε →
π mf1f2

π mf1f2
+ 2�

as ε → 0+ (4.12)

and the functions w+
ε
−cε| ln δ| converge in W 2,p

loc
(Ω+
∞) for every p ≥ 1 to the unique solution

w+ of the problem





∆w+ = 0 in Ω+
∞,

∂νw+ = 0 on ∂Ω+
∞,

w+(x, y)
ln |(x, y)| →

2�

π mf1f2
+ 2�

as |(x, y)| → +∞ with x > 0,

w+(x, y)
x

→ 2�π

π mf1f2
+ 2�

uniformly in y as x → −∞,

w+(0, 0) = 0 ,

(4.13)

where
Ω+

∞ :=
�
(x, y) : x ≤ 0 ,− 1

2
< y < 1

2

�
∪ {(x, y) : x > 0} . (4.14)

Moreover, ∇w+
ε

χeΩ+
ε
→ ∇w+χ

Ω
+
∞

in L2

loc
(R2; R2).

The asymptotic behavior of w−
ε

(x, y) := | ln δ|uε(δx − ε, δy) = −w+
ε

(−x, y) follows by
symmetry.

(iii) We have

lim
ε→0+

| ln δ|F (uε,Ωε \ Nε) =
4π�2

�
π mf1f2

+ 2�
�2

. (4.15)

Remark 4.4. Since R2 \ �Ω+
ε
→ R2 \ Ω+

∞ in the Hausdorff metric, the local convergence of w+
ε
−

cε| ln δ| to w+ stated in the theorem is well defined (see Remark 3.2).

Remark 4.5. Note that problem (4.9) is the same as (4.5) except for the boundary conditions
θ(1) = −θ(−1) ∈ (0, 1), which show that only a part of the transition occurs inside the neck. As
before, the one-dimensional limiting profile described by (4.9) is determined by the shape of the
neck itself. Note also that in (4.13) the geometry is “linearized” and the shape of the neck “weakly”
affects the limiting bulk behavior only through the constant mf1f2

appearing in the conditions at
infinity. However, if we denote by w+

�
the solution to (4.13), then the family {w+

�
}�>0 is universal;

i.e., it is indipendent of Ωr, f1, f2, and W . We finally remark that the two conditions at infinity
in (4.13) are not independent, as shown by Proposition 4.14 below.

Finally, in the supercritical case the whole transition takes place in the bulk. We apply a
dilation of order 1/δ about the points (ε, 0) and (−ε, 0) to capture the asymptotic behavior of the
transition profiles in Ω+

ε
and Ω−

ε
, respectively.

Theorem 4.6 (Supercritical thin neck). Assume that (4.1) holds and that

lim
ε→0+

δ| ln δ|
ε

= +∞ . (4.16)

Let {uε} be the family of minimizing geometrically constrained walls constructed in Proposition 2.1.
Then the following statements hold true.
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Figure 12. The limiting set Ω+
∞.

(i) There exist positive constants 0 < c1 < c2 < +∞ such that

c1

ε

δ| ln δ| ≤ �uε�L∞(Nε) ≤ c2

ε

δ| ln δ| . (4.17)

(ii) Let w+
ε

and �Ω+
ε

be as in (4.11). Then, setting cε := uε(ε, 0), we have cε � ε

δ| ln δ| → 0 and
the functions w+

ε
− cε| ln δ| converge in W 2,p

loc
(Ω+
∞) for every p ≥ 1 to the unique solution

w+ of the problem





∆w+ = 0 in Ω+
∞,

∂νw+ = 0 on ∂Ω+
∞,

w+(x, y)
ln |(x, y)| → 1 as |(x, y)| → +∞ with x > 0,

w+(x, y)
x

→ π uniformly in y as x → −∞,

w+(0, 0) = 0 ,

(4.18)

where Ω+
∞ is defined as in (4.14). Moreover, ∇w+

ε
χeΩ+

ε
→ ∇w+χ

Ω
+
∞

in L2

loc
(R2; R2).

The asymptotic behavior of w−
ε

(x, y) := | ln δ|uε(δx − ε, δy) = −w+
ε

(−x, y) follows by
symmetry.

(iii) We have
lim

ε→0+
| ln δ|F (uε,Ωε) = lim

ε→0+
| ln δ|F (uε,Ωε \ Nε) = π . (4.19)

Regarding the local convergence stated in the theorem see Remark 4.4.

Remark 4.7. The behavior of the rescaled profiles w±
ε

in the above theorem is universal; i.e., it
independent of the shape of the neck, of the bulk, and of the potential.

Note also that by (4.16) and (4.17) the L∞-norm of uε in the neck Nε vanishes in the limit:
this makes precise the statement that no transition occurs inside the neck. In particular,

vε → 0 in H1(N), (4.20)

with vε defined as in (4.4). The limit (4.19) reflects the same fact from the energy point of view.
Finally, observe that (4.18), (4.19), and (4.20) can be obtained formally by letting � → +∞ in
(4.13), (4.15), and (4.9) respectively.

Since the proofs of the theorems are quite technical, in order to better convey the main new
ideas we assume throughout thr section that ∂Ωr (and, in turn, ∂Ωl) is flat in a neighborhood of
the origin. More precisely, hypothesis (O3) is replaced by:

there exists r0 > 0 such that ∂Ωr ∩B2r0(0, 0) is flat (and vertical). (4.21)
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In particular, we may take
Ωr

ε
= Ωr + (ε, 0) ,

as remarked in Section 2. The general case can be then reduced to this one by using suitable
conformal mappings, as shown in Section 3. We leave the details to the reader.

We deal first with the critical thin neck case, which requires a finer analysis. Again for the
sake of clarity, we start by considering a flat thin neck; i.e., we assume that f1 ≡ f2 ≡ 1/2, so that

Nε :=
�

(x, y) : |x| ≤ ε , |y| <
δ

2

�
.

The main changes needed to treat the non-flat case are collected in a separate subsection.

4.1. The flat thin neck. Throughout the subsection we assume (4.1), (4.21), and

f1 ≡ f2 ≡
1
2

. (4.22)

We start by estimating the oscillation of uε in a δ-neighborhood of the point (ε, 0). This will be
useful in linking the limiting behavior of uε in the bulk with the one in the neck. The crucial
estimate is provided by the following proposition, whose proof is based on a careful use of Harnack
Inequality.

Proposition 4.8. For δ ≤ x0 ≤ ε − δ let Qδ(x0, 0) denote the square with center at (x0, 0) and
side length δ. Then

osc
Qδ(x0,0)

uε ≤ C

�
δ

x0 + δ
inf

Qδ(x0,0)

uε + δ2

�
,

with C > 0 independent of ε and x0.

Proof. Setting cε := infQδ(x0,0) uε, by (2.8) we have cε > 0. Let (x1, y1) ∈ Qδ(x0, 0) be such that
uε(x1, y1) = cε. Since by (2.8), (2.9), and hypothesis (W3) on W the function uε is superharmonic
in Ω+

ε
, it easily follows from the Maximum Principle that uε ≥ cε in Ω+

ε
∩ {x > x1}. Thus, setting

θε(x, y) :=
cεx

x0 + δ
and M+

ε
:= N+

ε
∩ {x < x0 + δ} ,

we have that θε ≤ uε on the vertical part of ∂M+
ε

and ∂νθε = ∂νuε = 0 on the remaining part of
∂M+

ε
. Recalling that uε is superharmonic, it follows from the Maximum Principle that

uε − θε ≥ 0 in M+

ε
. (4.23)

Let ûε be the function defined in Q2δ(x0, 0) by reflecting uε with respect to {y = δ/2} and
{y = −δ/2}. Note that ûε solves the equation ∆ûε = W �(ûε) in Q2δ(x0, 0) and, by (4.23),
ûε − θε ≥ 0 in the same region. Set wε := ûε − θε and gε := W �(ûε) ≤ 0. Since ∆wε = gε

and wε ≥ 0 in Q2δ(x0, 0), we may now apply the Harnack Inequality for nonhomogeneous elliptic
equations (see for instance [20]) to deduce the existence of a constant K independent of ε and x0

such that

sup
Qδ(x0,0)

wε ≤ K

�
inf

Qδ(x0,0)

wε + δ�gε�L2(Q2δ(x0,0))

�
≤ K

�
inf

Qδ(x0,0)

wε + 2 max
[0,1]

|W �|δ2

�
, (4.24)

where the last inequality easily follows from the definition of gε and the fact that 0 < ûε ≤ 1.
Observe now that

osc
Qδ(x0,0)

uε = sup
Qδ(x0,0)

uε − cε ≤ sup
Qδ(x0,0)

wε + sup
Qδ(x0,0)

θε − cε ≤ sup
Qδ(x0,0)

wε . (4.25)

Moreover, since x1 ≥ x0 − δ/2, we have

inf
Qδ(x0,0)

wε = inf
Qδ(x0,0)

(uε − θε) ≤ cε − θε(x1, y1) = cε −
cεx1

x0 + δ

≤ cε −
cε(x0 − δ/2)

x0 + δ
=

3δ

2(x0 + δ)
inf

Qδ(x0,0)

uε . (4.26)

The thesis of the proposition now follows by combining (4.24), (4.25), and (4.26). �
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Figure 13. The sets Qδ(x0, 0) and Q2δ(x0, 0).

The following lemmas provide useful lower and upper bounds.

Lemma 4.9 (Lower bound). Let r0 > 0 be as in (4.21) and set

ηε := max{1− uε(x, y) : |(x− ε, y)| = r0, x ≥ ε} . (4.27)

Define
�N+

ε
:= {(x, y) : |y| < δ/2, 0 < x < ε− δ} ,

Rε := {(x, y) : |y| < δ/2, |x− ε + δ/2| ≤ δ/2} ∪
�
Bδ(ε, 0) ∩ {x > ε}

�
,

Aε(δ, r0) := {(x, y) : δ < |(x− ε, y)| < r0 , x > ε} , and
R := int(Rε − (ε, 0))/δ = {(x, y) : |y| < 1/2, −1 < x ≤ 0} ∪ (B1(0, 0) ∩ {x > 0}) .

The following statements hold true.
(i) Assume that either (4.8) or (4.16) holds. For m1, m2 > 0 define

ulo

ε
(x, y) :=






m1x

δ| ln δ| for (x, y) ∈ �N+
ε

,

m2

| ln δ|ξ
�

x− ε

δ
,
y

δ

�
+

m1

δ| ln δ| (ε− δ) for (x, y) ∈ Rε,

1− ηε −
�

m1
δ| ln δ| (ε− δ) + m2

| ln δ|

�

ln r0
δ

ln
|(x− ε, y)|

r0

+ (1− ηε) for (x, y) ∈ Aε(δ, r0),

(4.28)
where ξ is the solution to the following problem:






∆ξ = 0 in R,
ξ = 0 on ∂R ∩ {x = −1},
ξ = 1 on ∂B1(0, 0) ∩ {x > 0},
∂νξ = 0 on the remaining part of ∂R.

Then, there exist m1, m2 > 0 independent of ε such that ulo

ε
≤ uε in �N+

ε
∪ Rε ∪ Aε(δ, r0)

for ε small enough.
(ii) Assume that (4.3) holds. Then, for any m1 ∈ (0, 1) there exists m2 > 0 independent of

ε such that the function ulo

ε
defined as in (4.28), with m1/(δ| ln δ|) replaced by m1/ε, is a

lower bound for uε in �N+
ε
∪Rε ∪Aε(δ, r0), provided that ε is small enough.
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Figure 14. The construction of the lower bound.

Proof. Arguing as for (3.4), we have

ηε → 0 as ε → 0. (4.29)

Since uε is superharmonic in Ω+
ε

and
�

ulo

ε
≤ uε on {x = 0} ∪ (∂Br0(ε, 0) ∩ {x > ε}),

∂νulo

ε
= ∂νuε = 0 on the remaining of ∂

�
�N+

ε
∪Rε ∪Aε(δ, r0)

�
,

by the weak comparison principle (see Proposition 6.1) it will be enough to show the existence of
m1, m2 > 0 independent of ε such that ulo

ε
is subharmonic. In turn, as ulo

ε
is harmonic in the

interior of each of the three subregions �N+
ε

, Rε, and Aε(δ, r0), it will suffice to find suitable m1,
m2 > 0 such that

∂νfN+
ε

(ulo

ε
| eN+

ε
) ≤ ∂νfN+

ε
(ulo

ε
|Rε) on ∂ �N+

ε
∩ ∂Rε (4.30)

and
∂ν

Rε
(ulo

ε
|Rε) ≤ ∂ν

Rε
(ulo

ε
|Aε(δ,r0)) on ∂Rε ∩ ∂Aε(δ, r0), (4.31)

where ν eN+
ε

and νRε
denote the outer unit normal vectors to �N+

ε
and Rε, respectively. By (4.8) or

(4.16), taking into account (4.29), we may find m0 > 0 such that on ∂Rε ∩ ∂Aε(δ, r0)

∂ν
Rε

(ulo

ε
|Aε(δ,r0)) =

1− ηε −
�

m1
δ| ln δ| (ε− δ) + m2

| ln δ|

�

δ ln r0
δ

≥ 1
2δ| ln δ| for m1 ≤ m0, (4.32)

provided that ε is small enough.
By reflecting ξ with respect to {y = 1/2} and {y = −1/2} we can remove the corner singularities
at (−1, 1/2) and (−1,−1/2) and apply Hopf Lemma to deduce that −∂ν

R
ξ is positive and smooth

on ∂R ∩ {x = −1}. Thus,

0 < a0 ≤ −∂ν
R
ξ ≤ a1 on ∂R ∩ {x = −1}, (4.33)

where a0 := −max∂R∩{x=−1} ∂ν
R
ξ and a1 := −min∂R∩{x=−1} ∂ν

R
ξ. Similarly, Hopf Lemma and a

reflection argument with respect to the y-aixs to remove the corner singularities at ∂B1(0, 0)∩{x =
0} yields

0 < b0 ≤ ∂ν
R
ξ ≤ b1 on ∂B1(0, 0) ∩ {x ≥ 0}, (4.34)

with b0 := min∂B1(0,0)∩{x≥0} ∂ν
R
ξ and b1 := max∂B1(0,0)∩{x≥0} ∂ν

R
ξ. Choosing m2 > 0 so that

b1m2 ≤ 1/2, by (4.32), (4.34), and the definition of ulo

ε
we have

∂ν
Rε

(ulo

ε
|Rε) ≤

b1m2

δ| ln δ| ≤
1

2δ| ln δ| ≤ ∂ν
Rε

(ulo

ε
|Aε(δ,r0)) on ∂Rε ∩ ∂Aε(δ, r0) ;
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that is, (4.31). Once m2 is fixed, in view of (4.33) the choice m1 := min{m0, a0m2} suffices to
guarantee (4.30). This concludes the proof of part (i) of the statement.

The proof of the second part is similar. Let m1 ∈ (0, 1). Then,

∂ν
Rε

(ulo

ε
|Aε(δ,r0)) =

1− ηε −
�

m1
ε

(ε− δ) + m2
| ln δ|

�

δ ln r0
δ

≥ 1−m1

2δ| ln δ|
on ∂Rε ∩ ∂Aε(δ, r0), provided that ε is small enough. Choosing m2 so small that the quantity
b1m2 (with b1 as in (4.34)) is smaller than (1 − m1)/2, we get (4.31). Finally, noticing that
∂νfN+

ε
(ulo

ε
| eN+

ε
) = m1/ε and ∂νfN+

ε
(ulo

ε
|Rε) ≥ a0m2/(δ| ln δ|) on ∂ �N+

ε
∩ ∂Rε, condition (4.30) is

satisfied for ε small enough, thanks to (4.3). �

Lemma 4.10 (Upper bound). Let r0 > 0, ηε, �N+
ε

, Rε, Aε(δ, r0), and R be as in Lemma 4.9, and
assume that either (4.8) or (4.16) holds. Let µ be the constant appearing in (2.3) and for M1,
M2 > 0 define

uup

ε
(x, y) :=






−µx2 +
M1x

δ| ln δ| for (x, y) ∈ �N+
ε

,

M2

| ln δ|ξε

�
x− ε

δ
,
y

δ

�
− µ(ε− δ)2 +

M1

δ| ln δ| (ε− δ) for (x, y) ∈ Rε,
�

1 + µ(ε− δ)2 − M1

δ| ln δ| (ε− δ)− M2

| ln δ|

�
hε(x, y) + 1 for (x, y) ∈ Aε(δ, r0),

(4.35)
where ξε is the solution to






∆ξε = −δ in R,
ξε = 0 on ∂R ∩ {x = −1},
ξε = 1 on ∂B1(0, 0) ∩ {x > 0},
∂νξε = 0 on the remaining part of ∂R,

while
hε(x, y) := rε(

√
µ|(x− ε, y)|) , (4.36)

and

rε(t) := −
I0(r0

√
µ)

I0(r0

√
µ)K0(δ

√
µ)−K0(r0

√
µ)I0(δ

√
µ)

�
−

K0(r0

√
µ)

I0(r0

√
µ)

I0(t) + K0(t)
�

. (4.37)

Here, I0 and K0 are the zero-order modified Bessel functions. Then, there exist M1, M2 > 0
independent of ε such that uε ≤ uup

ε
in �N+

ε
∪Rε ∪Aε(δ, r0) for ε small enough.

Proof. We will show that for a suitable choice of M1 and M2 > 0 the function uup

ε
satisfies






∆uup

ε
≤ µ(uup

ε
− 1) in �N+

ε
∪Rε ∪Aε(δ, r0),

uup

ε
= uε = 0 on {x = 0} ∩ {|y| ≤ δ/2},

uup

ε
= 1 ≥ uε on ∂Br0(ε, 0) ∩ {x > ε},

∂νuup

ε
= ∂νuε = 0 on the remaining of ∂

�
�N+

ε
∪Rε ∪Aε(δ, r0)

�
(4.38)

for ε small enough. Recalling that ∆uε = W �(uε) ≥ µ(uε − 1) by the first inequality in (2.3), the
conclusion will then follow from Proposition 6.1.

Since uup

ε
> 0 in �N+

ε
for ε suffiently small, we have ∆uup

ε
= −2µ < −µ < µ(uup

ε
− 1) in �N+

ε
.

Moreover, ∆uup

ε
= −M2/(δ| ln δ|) < µ(uup

ε
− 1) in Rε for ε small enough. Finally, note that rε

is the solution to (3.16), with c1ε and 2µ replaced by δ and µ, respectively. Hence, ∆hε = µhε

or, equivalently, ∆uup

ε
= µ(uup

ε
− 1) in Aε(δ, r0). This shows that the first inequality in (4.38)

holds separately in each subregion. Again from (3.16), we have hε = −1 on ∂Bδ(ε, 0) ∩ {x > ε},
hε = 0 on ∂Br0(ε, 0) ∩ {x > ε}, and ∂νhε = 0 on the remaining part of ∂Aε(δ, r0). From this we
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easily deduce that all the boundary conditions in (4.38) are satisfied. It remains to show that the
variational inequality ∆uup

ε
≤ µ(uup

ε
− 1) holds globally in �N+

ε
∪ Rε ∪ Aε(δ, r0). In view of the

preceeding observations, it suffices to choose M1 and M2 so that

∂νfN+
ε

(uup

ε
| eN+

ε
) ≥ ∂νfN+

ε
(uup

ε
|Rε) on ∂ �N+

ε
∩ ∂Rε (4.39)

and
∂ν

Rε
(uup

ε
|Rε) ≥ ∂ν

Rε
(uup

ε
|Aε(δ,r0)) on ∂Rε ∩ ∂Aε(δ, r0). (4.40)

To this purpose, let ξ be the function introduced in Lemma 4.9 and a0, a1, b0, and b1 the quantities
appearing in (4.33) and (4.34). A continuity argument similar to the one used for (3.13) (in fact
easier, since here the ξε’s are defined in the fixed domain R) shows that

0 <
a0

2
< −∂ν

R
ξε < 2a1 on ∂R ∩ {x = −1} (4.41)

and

0 <
b0

2
< ∂ν

R
ξε < 2b1 on ∂B1(0, 0) ∩ {x ≥ 0}, (4.42)

provided that ε is sufficiently small. Moreover, arguing as for (3.22), we have

λ1

δ| ln δ| ≤ ∂ν
Rε

hε ≤
λ2

δ| ln δ| on ∂Rε ∩ ∂Aε(δ, r0), (4.43)

with λ1, λ2 > 0 independent of ε.
We now assume (4.8). In this case, we choose M1 and M2 so that

2a1M2 < M1 and 0 <

�
1− M1

�

�
λ2 <

b0M2

2
. (4.44)

Then, for ε small enough we have

∂νfN+
ε

(uup

ε
| eN+

ε
) >

2a1M2

δ| ln δ| > ∂νfN+
ε

(uup

ε
|Rε) on ∂ �N+

ε
∩ ∂Rε,

where the first inequality follows from (4.44)1 and the definition uup

ε
| eN+

ε
, while the second inequality

is a consequence of (4.41) and the definition of uup

ε
|Rε . Thus, we have checked (4.39). In a similar

manner, using (4.8), (4.42), (4.43), the second inequality in (4.44), and the definitions of uup

ε
|Rε

and uup

ε
|Aε(δ,r0) we can check that also (4.40) is satisfied for ε small enough. Hence, the lemma is

proved under the assumption that (4.8) holds.
We now assume (4.16). Note that, by (4.43), for any M1, M2 > 0

∂ν
Rε

(uup

ε
|Aε(δ,r0)) ≤

2λ2

δ| ln δ| on ∂Rε ∩ ∂Aε(δ, r0), (4.45)

provided that ε is sufficiently small. Choosing M1, M2 so that
M2b0

2
≥ 2λ2 and M1 ≥ 2a1M2

and using (4.41), (4.42), and (4.45) we can check as before that both (4.39) and (4.40) are satisfied
for ε sufficiently small.

�

Remark 4.11. One can show that

0 ≤ ξε ≤ 1 + δ in R. (4.46)

Indeed, the lower bound follows at once from the comparison principle, while for the upper bound
one may consider the function ζε(x, y) := −δx2 +1+ δ: we have ∆ζε = −2δ < −δ in R, ζε ≥ ξε on
the vertical part of ∂R, and ∂νζε = ∂νξε = 0 on the remaining part of ∂R. Hence, Proposition 6.1
yields ξε ≤ ζε in R.
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Remark 4.12. A careful inspection of the proof of the previous lemma shows that the choice of
the parameters M1 and M2 entails the further property that

0 < uup

ε
< 1 in �N+

ε
∪Rε ∪Aε(δ, r0). (4.47)

Indeed, when (4.8) holds, condition (4.44) guarantees that

0 < uup

ε
| eN+

ε
<

1 + M1
�

2
< 1 for ε small enough. (4.48)

In turn, the constant multiplying hε in the definition of uup

ε
|Aε(δ,r0) is positive and strictly smaller

than 1. Since −1 ≤ hε ≤ 0, it follows that uup

ε
|Aε(δ,r0) < 1. Hence, taking into account also the

definition of uup

ε
in Rε and (4.46), inequality (4.47) follows. When (4.16) holds, the verification

of (4.47) is even easier. Even more is true in this case: one may check that uup

ε
≤ cε/(δ| ln δ|) in

�N+
ε
∪Rε for some constant c > 0 independent of ε. We leave the details to the reader.

Corollary 4.13. Assume that either (4.8) or (4.16) holds. If ε is small enough then for all
0 < x ≤ ε we have

osc
Bδ(x,0)∩Ω

+
ε

uε ≤
C

| ln δ| , (4.49)

with C > 0 independent of ε and x.

Proof. Throughout the proof C denotes a positive constant independent of ε and x, which may
vary from line to line.
Step 1. We claim that for ε small enough and for all δ ≤ x ≤ ε− δ we have

osc
Qδ(x,0)

uε ≤
C

| ln δ| , (4.50)

with C > 0 independent of ε and x. Indeed, fix any such x. By Lemma 4.10 and the definition of
uup

ε
we have

inf
Qδ(x,0)

uε ≤ min
Qδ(x,0)

uup

ε
≤ M1x

δ| ln δ| .

Hence, by Proposition 4.8 we have

osc
Qδ(x,0)

uε ≤ C

�
δ

x + δ
inf

Qδ(x,0)

uε + δ2

�
≤ C

�
M1x

(x + δ)| ln δ| + δ2

�
≤ 2CM1

| ln δ|

for ε is small enough. Thus, the claim is proved.
Step 2. We claim that (4.49) holds whenever Bδ(x, 0) ⊂ {0 ≤ x ≤ ε− δ/2}. Indeed, if Bδ(x, 0) ⊂
{δ/2 ≤ x ≤ ε−δ/2}, estimate (4.49) follows immediately from the previous step since Bδ(x, 0)∩Ω+

ε

can be covered up with at most 2 squares of the kind considered in (4.50). If Bδ(x, 0) ⊂ {x ≤ 3δ},
then (4.49) follows from the fact that 0 ≤ uε ≤ uup

ε
, so that

osc
Bδ(x,0)

uε ≤ osc
eN+

ε ∩{x≤3δ}
uup

ε
≤ C

| ln δ| ,

where the last inequality is a direct consequence of the definition of uup

ε
in �N+

ε
. The claim follows

observing that if Bδ(x, 0) ⊂ {0 ≤ x ≤ ε− δ/2} \ {δ/2 ≤ x ≤ ε− δ/2}, then Bδ(x, 0) ⊂ {x ≤ 3δ}.
Step 3. Set mε := min{|y|≤δ/2} uε(ε− δ, y). By (4.50),

0 < mε ≤ uε (ε− δ, y) ≤ mε +
C

| ln δ| (4.51)

for |y| ≤ δ/2. Moreover, the comparison principle and the superharmonicity of uε yield

uε ≥ mε in Ω+

ε
∩ {x ≥ ε− δ}. (4.52)
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Finally, with the same notation introduced in Lemma 4.10 (see (4.35)), consider

ũup

ε
(x, y) :=






M

| ln δ|ξε

�
x− ε

δ
,
y

δ

�
+ mε +

C

| ln δ| for (x, y) ∈ Rε,
�

1−mε −
C + M

| ln δ|

�
hε(x, y) + 1 for (x, y) ∈ Aε(δ, r0),

where C is the constant appearing in (4.51) and M satisfies
Mb0

2
> 2λ2 ,

with b0 and λ2 as in (4.42) and (4.43), respectively. Recalling (4.51), we can argue as in Lemma 4.10
to deduce that ũup

ε
is an upper bound for uε in Rε ∪ Aε(δ, r0). Summarizing, also by (4.52) we

have
0 < mε ≤ uε ≤ ũup

ε
in Rε ∪Aε(δ, r0). (4.53)

Since osc ũup

ε
≤ K/| ln δ| in Rε for some K > 0 independent of ε (here we used also (4.46)), we

deduce from (4.51) and (4.53) that

osc
Rε

uε ≤
C

| ln δ| ,

with C > 0 independent of ε. The conclusion follows by combining the previous estimate with the
one provided in Step 2. �

We are now in a position to prove Theorem 4.3, under the particular assumption (4.22).

Proof of Theorem 4.3 (the flat neck case). We split the proof into several steps. We start by ex-
amining the behavior of the local minimizers in the neck.
Step 1. (energy bounds in the neck) Note that by (2.6) we have

�

Ω
+
ε

|∇uε|2 dxdy ≤ 2F (uε,Ω+

ε
) ≤ C

| ln δ| (4.54)

for some constant C > 0 independent of ε. Considering the function vε defined in (4.4), it follows
�

Nε

|∇uε|2 dxdy = 2
�

N
+
ε

|∇uε|2 dxdy

= 2
�

N
+
ε

�
1
ε2

���∂xvε

�x

ε
,
y

δ

����
2

+
1
δ2

���∂yvε

�x

ε
,
y

δ

����
2
�

dxdy

= 2
�

N+

�
δ

ε
|∂xvε(x, y)|2 +

ε

δ
|∂yvε(x, y)|2

�
dxdy ≤ C

| ln δ| , (4.55)

where N+ := N ∩ {x > 0}, with N defined in (4.2). Multiplying both sides of the last inequality
by ε/δ and recalling (4.8), we obtain

�

N

�
|∂xvε(x, y)|2 +

ε2

δ2
|∂yvε(x, y)|2

�
dxdy = 2

�

N+

�
|∂xvε(x, y)|2 +

ε2

δ2
|∂yvε(x, y)|2

�
dxdy ≤ C

(4.56)
for some constant C > 0 independent of ε. Since ε/δ → ∞ as ε → 0, by (4.56) we easily deduce
that vε is bounded in H1(N) and any weak limit point v is one-dimensional; that is, v(x, y) = v̂(x)
for some odd function v̂ ∈ H1(−1, 1). We will show that v̂ is independent of the subsequence and
solves (4.9). To this aim, let vε be a (not relabelled) subsequence such that

vε � v weakly in H1(N) (4.57)

for some one-dimensional v of the form

v(x, y) = v̂(x) with v̂ ∈ H1(−1, 1) an odd function. (4.58)

We claim that
vε → v in L∞(N). (4.59)
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Indeed, by (4.57) we may find ȳ ∈ (− 1

2
, 1

2
) such that vε(·, ȳ) � v̂ weakly in H1(−1, 1) and, thus,

vε(·, ȳ) → v̂ in L∞(−1, 1). (4.60)

Moreover, by (4.49) for all 0 < x ≤ 1 we have

osc
y∈(− 1

2 ,
1
2 )

vε(x, ·) ≤ C

| ln δ| (4.61)

for some C > 0 independent of ε. Hence, combining (4.60) and (4.61) we deduce that vε → v in
L∞(N+) and, in turn, by symmetry that (4.59) holds. From (4.8), (4.55), (4.57), and (4.58) we
have

lim inf
ε→0

| ln δ|F (uε, N
+

ε
) ≥ lim inf

ε→0
| ln δ|1

2

�

N
+
ε

|∇uε|2 dxdy

= lim inf
ε→0

1
2

�

N+

�
δ| ln δ|

ε
|∂xvε(x, y)|2 +

ε| ln δ|
δ

|∂yvε(x, y)|2
�

dxdy

≥ 1
2

�

N+
�|∂xv|2dxdy =

1
2
�

� 1

0

|v̂�|2 dx ≥ 1
2
�v̂(1)2 , (4.62)

where the last inequality follows easily from Jensen’s inequality and the fact that v̂(0) = 0. We
finally remark that by (4.49) (with x = ε), (4.59), (4.58), and the definition of vε, setting cε :=
uε(ε, 0) = vε(1, 0) we have

cε −
C

| ln δ| ≤ uε ≤ cε +
C

| ln δ| in Bδ(ε, 0) ∩ Ω+

ε
, cε → v̂(1) as ε → 0, (4.63)

with C > 0 independent of ε.
Step 2. (energy bounds in the bulk) Recall that by (4.27) and (4.29) we have 1 − ηε ≤ uε ≤ 1 on
∂Br0(ε, 0) ∩ {x > ε}, where

ηε → 0 as ε → 0.

Moreover, by Lemma 4.10 and (4.48) we have that cε = uε(ε, 0) < (1 + M1/�)/2 < 1 for ε small
enough. In particular,

cε +
C

| ln δ| < 1− ηε for ε small enough. (4.64)

Thus, also by (4.63), we have

lim inf
ε→0

| ln δ|F (uε,Ω+

ε
\ N+

ε
) ≥ lim inf

ε→0

| ln δ|
2

�

{δ<|(x−ε,y)|<r0, x>ε}
|∇uε|2dxdy

≥ lim
ε→0

| ln δ|min

�
1
2

�

{δ<|(x−ε,y)|<r0, x>ε}
|∇u|2dxdy : u ≤ cε + C

| ln δ| on ∂Bδ(ε, 0) ∩ {x > ε} ,

u ≥ 1− ηε on ∂Br0(ε, 0) ∩ {x > ε}
�

= lim
ε→0

| ln δ|min

�
1
2

�

{δ<|(x−ε,y)|<r0, x>ε}
|∇u|2dxdy : u = cε + C

| ln δ| on ∂Bδ(ε, 0) ∩ {x > ε} ,

u = 1− ηε on ∂Br0(ε, 0) ∩ {x > ε}
�

, (4.65)

where the last equality easily follows by (4.64) and a standard truncation argument. The unique
minimizer of the last minimization problem is given by

ũε(x, y) = 1− ηε +
1− ηε − cε − C

| ln δ|

ln r0
δ

ln
|(x− ε, y)|

r0

.



34 M. MORINI & V. SLASTIKOV

By computing explicitly its energy, we deduce from (4.63), (4.29), and (4.65) that

lim inf
ε→0

| ln δ|F (uε,Ω+

ε
\ N+

ε
) ≥ lim

ε→0

| ln δ|
2

�

{δ<|(x−ε,y)|<r0, x>ε}
|∇ũε|2dxdy

= lim
ε→0

| ln δ|1
2
π

�
1− ηε − cε − C

| ln δ|

�2

ln r0
δ

=
1
2
π(1− v̂(1))2 . (4.66)

Step 3. (asymptotic behavior in the neck and limit of the energy) By (4.62) and (4.66) we have

lim inf
ε→0

| ln δ|F (uε,Ω+

ε
) ≥ 1

2
�v̂(1)2 +

1
2
π(1− v̂(1))2 ≥ π�

2(π + �)
, (4.67)

where the last inequality follows from the fact that
1
2
�t2 +

1
2
π(1− t)2 >

π�

2(π + �)
for t �= π

π + �
. (4.68)

On the other hand, for any fixed α ∈ (0, 1) we may consider the test functions zε defined as

zε(x, y) :=






πx

(π + �)ε
in N+

ε
,

π

π + �
in {|(x− ε, y)| ≤ δ, x > ε},

�

π + �

1
|ln δ1−α| ln

|(x− ε, y)|
δα

+ 1 in {δ < |(x− ε, y)| < δα, x > ε},

1 otherwise in Ω+
ε
.

Taking into account the minimality of uε, we have

lim sup
ε→0

| ln δ|F (uε,Ω+

ε
) ≤ lim sup

ε→0

| ln δ|F (zε,Ω+

ε
)

≤ lim
ε→0

| ln δ|
�

1
2

�

Ω
+
ε

|∇zε|2 dxdy + L2
�
(N+

ε
∪Bδα(ε, 0)) ∩ {x > ε}

�
max
[0,1]

W

�

= lim
ε→0

| ln δ|1
2

�

Ω
+
ε

|∇zε|2 dxdy =
1
2

π�

(π + �)2

�
π +

�

1− α

�
, (4.69)

where the last equality follows by explicit computation of the Dirichlet energy of zε.
Combining (4.67) and (4.69), since α can be chosen arbitrarily close to 0, we conclude

lim
ε→0

| ln δ|F (uε,Ω+

ε
) =

1
2
�v̂(1)2 +

1
2
π(1− v̂(1))2 =

π�

2(π + �)
, (4.70)

which, in turn, yields
v̂(1) =

π

π + �
(4.71)

thanks to (4.68). Note that the last equality and (4.63)2 imply (4.12). Moreover, the limit in (4.70)
is independent of the selected subsequence and thus the full sequence converges. Now, combining
(4.62), (4.66), (4.70), and (4.71) one deduces that

lim
ε→0

| ln δ|F (uε, Nε) = 2 lim
ε→0

| ln δ|F (uε, N
+

ε
)

= �

� 1

0

|v̂�|2 dx =
1
2
�

� 1

−1

|v̂�|2 dx = �v̂(1)2 =
π2�

(π + �)2
(4.72)

and

lim
ε→0

| ln δ|F (uε,Ωε \ Nε) = 2 lim
ε→0

| ln δ|F (uε,Ω+

ε
\ N+

ε
) = π(1− v̂(1))2 =

π�2

(π + �)2
. (4.73)

Note that the fourth equality in (4.72) (together with the fact that v̂ is odd) implies that v̂ is a
linear function. Hence, recalling (4.71), v̂ does not depend on the selected subsequence and solves
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problem (4.9) under the particular assumption (4.22). In turn, equations (4.72) and (4.73) hold
for the full sequence and prove (4.10) and (4.15), respectively.

Note that by (4.55)
�

N

�
(∂xvε)2 +

ε2

δ2
(∂yvε)2

�
dxdy =

ε

δ

�

Nε

|∇uε|2 dxdy .

Hence, using also (4.8) and (4.72), we have

lim sup
ε→0+

�

N

|∇vε|2 dxdy ≤ lim sup
ε→0+

�

N

�
(∂xvε)2 +

ε2

δ2
(∂yvε)2

�
dxdy =

1
�

lim
ε→0+

| ln δ|
�

Nε

|∇uε|2 dxdy

≤ 1
�

lim
ε→0+

| ln δ|F (uε, Nε) =
π2

(π + �)2
=

�

N

|∇v|2 dxdy .

Recalling (4.57), we have shown that

vε → v strongly in H1(N).

Step 4. (lower and upper bounds in the neck) Taking into account (4.63) and the fact that uε is
superharmonic in N+

ε
, we have that the linear function

nlo

ε
(x, y) :=

�
cε

ε
− C

ε| ln δ|

�
x (4.74)

is a lower bound in the neck. Set M := max[0,1] |W �| and consider the function

nup

ε
(x, y) := −Mx2 +

�
cε

ε
+

C

ε| ln δ| + Mε

�
x . (4.75)

Since ∆nup

ε
= −2M , ∆uε = W �(uε) > −2M , nup

ε
(0, y) = 0, nup

ε
= cε+ C

| ln δ| ≥ uε on ∂N+
ε
∩{x = ε}

by (4.63), and ∂νnup

ε
= 0 on the remaining part of ∂N+

ε
, it follows from Proposition 6.1 that nup

ε

is an upper bound for uε in N+
ε

. Summarizing,

nlo

ε
≤ uε ≤ nup

ε
in N+

ε
. (4.76)

Step 5. (lower and upper bounds in the bulk) We will construct upper and lower bounds in the
annulus Aε(δ, r0) := {(x, y) : δ < |(x− ε, y)| < r0, x > ε}.

Let blo

ε
be the harmonic function defined by

blo

ε
(x, y) := 1− ηε +

1− ηε − cε + C

| ln δ|

ln r0
δ

ln
|(x− ε, y)|

r0

. (4.77)

Since uε is superharmonic in Aε(δ, r0), blo

ε
≤ uε on ∂Aε(δ, r0)∩Ω+

ε
by (4.27) and (4.63), and ∂νuε =

∂νblo

ε
= 0 on the remaining part of ∂Aε(δ, r0), the weak comparison principle (Proposition 6.1)

implies that blo

ε
is a lower bound for uε in Aε(δ, r0).

Now, let hε be the function defined in (4.36) and set

bup

ε
:=

�
1− cε −

C

| ln δ|

�
hε + 1 . (4.78)

Then, arguing as in the proof of Lemma 4.10, we have





∆bup

ε
= µ(bup

ε
− 1) in Aε(δ, r0),

bup

ε
= cε + C

| ln δ| on ∂Bδ(ε, 0) ∩ {x > ε},
bup

ε
= 1 on ∂Br0(ε, 0) ∩ {x > ε},

∂νbup

ε
= 0 on the remaining of ∂Aε(δ, r0).

(4.79)

Since ∆uε = W �(uε) ≥ µ(uε − 1) by the first inequality in (2.3), recalling (4.27) and (4.63), we
may apply Proposition 6.1 to deduce that bup

ε
is an upper bound for uε in Aε(δ, r0). Summarizing,

blo

ε
≤ uε ≤ bup

ε
in Aε(δ, r0). (4.80)
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Step 6. (asymptotic behavior of {w+
ε
}) Let w+

ε
be the function introduced in (4.11). Notice that

(4.76) is equivalent to saying that for − ε

δ
< x < 0 and |y| < 1

2
we have

| ln δ|nlo

ε
(δx + ε, δy)− cε| ln δ| ≤ w+

ε
(x, y)− cε| ln δ| ≤ | ln δ|nup

ε
(δx + ε, δy)− cε| ln δ| . (4.81)

Analogously, by (4.80), for 1 < |(x, y)| < r0
δ

with x > 0 we have

| ln δ|blo

ε
(δx + ε, δy)− cε| ln δ| ≤ w+

ε
(x, y)− cε| ln δ| ≤ | ln δ|bup

ε
(δx + ε, δy)− cε| ln δ| . (4.82)

Finally, note that (4.63) implies

−C ≤ w+

ε
− cε| ln δ| ≤ C in B1(0, 0). (4.83)

Moreover, using (4.8), (4.29), (4.63)2, (4.71), (4.74), and (4.75), after some elementary calculations
we get

| ln δ|nlo

ε
(δx + ε, δy)− cε| ln δ| → π�x

π + �
− C as ε → 0,

| ln δ|nup

ε
(δx + ε, δy)− cε| ln δ| → π�x

π + �
+ C as ε → 0

(4.84)

for (x, y) ∈ Ω+
∞ ∩ {x < 0}, and

| ln δ|blo

ε
(δx + ε, δy)− cε| ln δ| → �

π + �
ln |(x, y)| − C as ε → 0+ (4.85)

for (x, y) ∈ {x > 0} \ B1(0, 0). Moreover, it can be easily checked that convergence in (4.84) and
(4.85) is in fact uniform on the compact subsets of {x > 0} \ B1(0, 0). By the same facts and by
(4.36), (4.37), and (4.78) (using the asymptotic expansions of Bessel functions as in the proof of
(3.29)) after some lengthy but straigthforward computations we also deduce

| ln δ|bup

ε
(δx + ε, δy)− cε| ln δ| → �

π + �
ln |(x, y)|+ C as ε → 0 (4.86)

for (x, y) ∈ {x > 0}\B1(0, 0). Again, the convergence is in fact uniform on the compact subsets of
{x > 0}\B1(0, 0) (this can be checked arguing as at the end of Step 2 in the proof of Theorem 3.1).
In particular, the lower and upper bounds in (4.81), (4.82), and (4.83) have locally equibounded
L∞-norms, thus, the same holds for ŵ+

ε
:= w+

ε
− cε| ln δ|. Since





∆ŵ+

ε
= δ2| ln δ|W �

�
w

+
ε

| ln δ|

�
in �Ω+

ε
,

∂νŵ+
ε

= 0 on ∂�Ω+
ε

,

where �Ω+
ε

is defined in (4.11). Since the W �(w+
ε

/| ln δ|)’s are in turn equibounded in the L∞-norm,
we may apply Proposition 6.2 to deduce the existence of a harmonic function w+, with ∂νŵ = 0
on ∂Ω+

∞, and a subsequence (not relabelled) such that w+
ε
− cε| ln δ| → w+ in W 2,p

loc
(Ω+
∞) for every

p ≥ 1 and ∇w+
ε

χeΩ+
ε
→ ∇w+χ

Ω
+
∞

in L2

loc
(R2; R2). As w+

ε
(0, 0) − cε| ln δ| = 0 by the choice of cε,

we have w+(0, 0) = 0. Moreover, by (4.81), (4.82), (4.84), (4.85), and (4.86) we deduce that

π�x

π + �
− C ≤ w+(x, y) ≤ π�x

π + �
+ C for (x, y) ∈ Ω+

∞ ∩ {x < 0}

and
�

π + �
ln |(x, y)| − C ≤ w+(x, y) ≤ �

π + �
ln |(x, y)|+ C for (x, y) ∈ {x > 0} \ B1(0, 0).

Hence, w+ is a solution to (4.13). The conclusion of the theorem follows from the fact that problem
(4.13) admits a unique solution, as proved in Proposition 4.14 below. �

The following proposition deals with the uniqueness part of Theorem 4.3.
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Proposition 4.14. Let α, β > 0 and consider the set

Ω+

∞ := {(x, y) : x ≤ 0, |y| < α

2
} ∪ {(x, y) : x > 0} .

Then, the problem





∆w = 0 in Ω+
∞,

∂νw = 0 on ∂Ω+
∞,

w(x, y)
ln |(x, y)| → β as |(x, y)| → +∞ with x > 0,

w grows at most linearly in Ω+
∞ ∩ {x < 0},

w(0, 0) = 0

(4.87)

admits a unique solution. Moreover,
w(x, y)

x
→ πβ

α
uniformly in y as x → −∞. (4.88)

Remark 4.15. The somewhat surprising fact about the previous statement is that the logarithmic
behavior of w|{x>0} at infinity and the one-dimensional geometry of the domain in {x < 0} uniquely
determine the asymptotic behavior of w|{x<0}.

Proof. By an obvious rescaling argument, we may assume without loss of generality that α = 1.
The argument is similar to the one presented in Step 4 of the proof of Theorem 3.1. Let w1

and w2 be two solutions. Then ŵ := w1 − w2 satisfies





∆ŵ = 0 in Ω+
∞,

∂νŵ = 0 on ∂Ω+
∞,

ŵ(x, y)
ln |(x, y)| → 0 as |(x, y)| → +∞, with x > 0,

w grows at most linearly in Ω+
∞ ∩ {x < 0},

ŵ(0, 0) = 0 .

We split the remaining part of the proof into several steps.
Step 1. We claim that ŵ+ := ŵ|{x>0} is bounded. Indeed, reflecting ŵ+ with respect to {x = 0}
we obtain a function (still denoted by ŵ+)that is harmonic in R2 \ {(x, y) : x = 0, |y| ≤ 1

2
} and

satisfies
lim

|(x,y)|→+∞

ŵ+(x, y)
ln |(x, y)| = 0 .

By the same Kelvin transform argument used in Step 4 of the proof of Theorem 3.1, we deduce
that ŵ+ is bounded. Hence, the claim follows.

Step 2. We now consider the restriction ŵ− := ŵ|
Ω

+
∞∩{x<0}. By repeated reflections about the

lines {y = n

2
}, n ∈ Z \ {0}, we obtain a function (still denoted by ŵ−) that is harmonic in the half

plane {x < 0} and grows at most linearly; i.e., there exist a, b > 0 such that

|ŵ−(x, y)| ≤ a|x|+ b (4.89)

for all x < 0 and y ∈ R. Finally, observe that by construction ŵ−(x, ·) and, in turn, ∂ŵ
−

∂x
(x, ·) are

2-periodic functions for all x < 0.

Step 3. We claim that ∇ŵ− and ∇2ŵ− are bounded in {x < 0}.
Indeed, recall that by the so called Cauchy’s Estimates (see [18, Theorem 10.25]) , there exists

C > 0 such that if Br(x, y) ⊂ {x < 0}, then

|∇ŵ−(x, y)| ≤ C

r
osc

Br(x,y)

ŵ− and |∇2ŵ−(x, y)| ≤ C

r2
osc

Br(x,y)

ŵ− . (4.90)
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By (4.89) we deduce that
osc

B|x|(x,y)

ŵ− ≤ 2a|x|+ b .

We may now apply (4.90) with r := |x| to establish the claim.

Step 4. By the previous step, the function ∂ŵ
−

∂x
is bounded in {x < 0} and extends continuously to

{x = 0}. Set f(y) := ∂ŵ
−

∂x
(0, y). Then f is a continuous 2-periodic function. We claim that ∂ŵ

−

∂x

coincides with the Poisson integral of f ; i.e.,

∂ŵ−

∂x
(x, y) =

|x|
π

�

R

f(t)
|y − t|2 + x2

dt (4.91)

for all x < 0 and y ∈ R.
To this aim, denote by z the function defined by the right-hand side of (4.91). Then, it can be

checked (see [7, Theorem 14]) that z is bounded, harmonic in {x < 0}, and continuous up to the
boundary {x = 0}, with z(0, ·) = f . Hence, setting u(x, y) := −∂ŵ

−

∂x
(−x, y) + z(−x, y) for x > 0,

we extend ∂ŵ
−

∂x
−z to a bounded entire harmonic function that vanishes on {x = 0}. By Liuoville’s

Theorem we deduce that ∂ŵ
−

∂x
− z = 0 in {x < 0}, thereby proving (4.91).

Step 5. Set �1 := 1

2

� 2

0
f(t) dt. We claim that there exists C > 0 such that

���
∂ŵ−

∂x
(x, y)− �1

��� ≤
C

x2
(4.92)

for all x < 0 and y ∈ R. Indeed, by (4.91) and by changing variables twice, we get

∂ŵ−

∂x
(x, y)− �1 =

|x|
π

�

R

f(t)− �1
|y − t|2 + x2

dt

=
|x|
π

�

R

f(y + s)− �1
s2 + x2

ds

=
1

π|x|

�

R

f(y + s)− �1
( s

|x| )2 + 1
ds

=
1
π

�

R

f(y + |x|r)− �1
r2 + 1

dr . (4.93)

Now recall that f is 2-periodic. In turn, by the definition of �1, the function

F (t) :=
�

t

0

(f(s)− �1) ds

is 2-periodic and, thus, bounded. We may then integrate by parts in (4.93) to obtain

∂ŵ−

∂x
(x, y)− �1 =

2
π|x|

�

R

r

(r2 + 1)2
F (y + |x|r) dr

=
2

π|x|

�

R

r

(r2 + 1)2
(F (y + |x|r)− �2) dr , (4.94)

where we set �2 := 1

2

� 2

0
F (t) dt and we used the fact that

�
R

r

(r2+1)2
dr = 0. Defining

G(t) :=
�

t

0

(F (s)− �2) ds ,

we have as before that G is a 2-periodic function. Thus, an integration by parts in (4.94) yields

∂ŵ−

∂x
(x, y)− �1 =

2
π|x|2

�

R

1− 3r2

(1 + r2)3
G(y + |x|r) dr .

Hence, (4.92) follows with C := 2�G�∞
π

�
R

|1−3r
2|

(1+r2)3
dr.
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Step 6. We claim that ŵ− − �1x is bounded in Ω+
∞ ∩ {x < 0}. Indeed, for x ≤ −1 by (4.92) we

have

|ŵ−(x, y)− �1x| ≤ |ŵ−(−1, y) + �1|+
� −1

x

���
∂ŵ−

∂x
(s, y)− �1

��� ds

≤ sup
|y|≤ 1

2

|ŵ−(−1, y) + �1|+
� −1

−∞

C

|s|2 ds ,

from which the claim follows.

Step 7. By Step 1 and Step 6 we conclude that ŵ is bounded above if �1 ≥ 0 or bounded below if
�1 ≤ 0 (or bounded if �1 = 0). Assume without loss of generality that �1 ≥ 0. Then, by the Riemann
Mapping Theorem there exists a conformal mapping Ψ that maps the infinite strip R := (−1, 1)×R
onto Ω+

∞. Hence ŵ◦Ψ is bounded above and harmonic in R and satisfies a homogeneous Neumann
condition on ∂R. By repeated reflections of ŵ ◦Ψ with respect to the lines {y = n}, n ∈ Z \ {0},
we obtain an entire harmonic function that is bounded above. Liouville’s Theorem and the fact
that ŵ(0, 0) = 0 imply ŵ ◦Ψ ≡ 0, which concludes the proof of the uniqueness.

Step 8. In order to show (4.88) (with α = 1), it is now enough to exhibit β0 > 0 and a function
wβ0 that solves (4.87) and satisifes (4.88) for β = β0. Indeed, for any β > 0 the unique solution
to (4.87) would then be given by (β/β0)wβ0 , which obviously satisfies (4.88). Observe now that,
setting β0 := �/(�+π), the corresponding solution wβ0 coincides with the function w+ constructed
in the last step of the proof of Theorem 4.3. �

Proof of Theorem 4.1. (the flat neck case) Define

zε(x, y) :=

�
x

ε
if x ∈ (0, ε),

1 otherwise.

Then, by minimality of uε we have

F (uε,Ωε) = 2F (uε,Ω+

ε
) ≤ 2F (zε,Ω+

ε
) ≤ δ

ε
+ 2δε max

[0,1]

W . (4.95)

Arguing as in Step 1 of the proof of Theorem 4.3, we obtain
�

N

�
|∂xvε(x, y)|2 +

ε2

δ2
|∂yvε(x, y)|2

�
dxdy =

ε

δ

�

Nε

|∇uε|2 dxdy ≤ C ,

where the last inequality (with C > 0 independent of ε) follows from (4.95). Hence, passing to a
(not relabelled) subsequence, we may assume that

vε � v weakly in H1(N)

for some one-dimensional v of the form

v(x, y) = v̂(x) with v̂ ∈ H1(−1, 1) an odd function.

Arguing as for (4.62), we deduce

lim inf
ε→0

ε

δ
F (uε, N

+

ε
) ≥ 1

2

� 1

0

|v̂�|2 dx ≥ 1
2
v̂(1)2 . (4.96)

We claim that
v̂(1) = 1 . (4.97)

To this aim, it is enough to show that v̂(1) ≥ 1. This follows from the lower bound constructed in
Lemma 4.9-(ii), since the constant M1 can be chosen arbitrarily close to 1.
Combining (4.96) and (4.97), we get

lim inf
ε→0

ε

δ
F (uε, N

+

ε
) ≥ 1

2
.
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Recalling (4.95), we conclude

lim
ε→0

ε

δ
F (uε, N

+

ε
) = lim

ε→0

ε

δ
F (uε,Ω+

ε
) =

1
2

,

which proves (4.6). In turn, the inequalities in (4.96) are, in fact, equalities, which implies that
v̂ is linear and solves problem (4.5). The strong convergence of vε to v can be deduced as in the
proof of Theorem 4.3. This concludes the proof of the theorem in the flat case. �
Proof of Theorem 4.6. (the flat neck case). The first statement of the theorem follows from the
lower and upper bounds constructed in Lemmas 4.9-(i) and 4.10, respectively.
In particular,

cε −
C

| ln δ| ≤ uε ≤ cε +
C

| ln δ| in Bδ(ε, 0) ∩ Ω+

ε
, cε → 0 as ε → 0,

with C > 0 independent of ε. Having this, statement (ii) can be proven repeating word for word
Steps 2–6 of the proof of Theorem 4.3, with � = +∞.

�
4.2. The non-flat thin neck. In this subsection we prove Theorems 4.1, 4.3 and 4.6 in the
general case. Here, the main technical difficulty is in the construction of the lower and upper
bounds, which requires more refined elliptic estimates. These estimates are provided in the next
two lemmas.

Lemma 4.16. Let f1,ε, f2,ε ∈ C1,1([0, 1]) satisfy

f �
i,ε

(0) = f �
i,ε

(1) = 0 (4.98)

and
�fi,ε − ci�C0,1([0,1]) ≤ K

δ

ε
(4.99)

for some positive constants c1, c2, and K independent of ε. Consider the domain Uε := {(x, y) :
0 < x < 1 ,−f2,ε(x) < y < f1,ε(x)} and let Aε : Uε → M2×2

sym
be a matrix-valued function of class

C0,1 such that

sup
ε

�Aε�C0,1(Uε;M2×2
sym)

≤ K < +∞ , 1

2
|ξ|2 ≤ Aε(x, y)ξ · ξ ≤ 2|ξ|2 for all ξ ∈ R2,

and Aε(x, y) = I in an η-neighborhood of each corner point of ∂Uε, where I is the identity matrix.
Let ζε be the solution to the problem






div (Aε∇ζε) = gε in Uε,
ζε = 0 on {x = 0},
ζε = 0 on {x = 1},
Aε∇ζε · ν = nε on the remaining part of ∂Uε,

where �gε�Lp(Uε) ≤ K δ

ε
, p > 2, and �nε�C0,1(∂Uε) ≤ K δ

ε
. Assume also that nε vanishes at the

corner points of ∂Uε. Then, �ζε�C1(Uε)
≤ C δ

ε
, with C > 0 depending only on c1, c2, K, and η.

Proof. Consider the diffeomorphism Φ : Uε → R := (0, 1)× (−1, 0),

Φε(x, y) :=
�

x,
y − f1,ε(x)

f1,ε(x) + f2,ε(x)

�
,

and set zε := ζε ◦ Φ−1
ε

. Elementary calculations show that zε solves





div (Bε∇zε) = hε in R,
zε = 0 on {x = 0},
zε = 0 on {x = 1},
Bε∇zε · ν = pε on the remaining part Γ of ∂R,
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where Bε := DΦεAεDΦ
T
ε

det DΦε
◦ Φ−1

ε
,

hε :=
gε

detDΦε

◦ Φ−1

ε
, and pε := nε ◦ Φ−1

ε
J1

Φ
−1
ε

. (4.100)

In the above formula J1

Φ
−1
ε

denotes the 1-dimensional Jacobian of Φ−1
ε

defined at every point of
∂R as

J1

Φ
−1
ε

:=
|(DΦε)T ◦ Φ−1

ε
[ν]|

detDΦ−1
ε ◦ Φ−1

ε

.

Moreover, whenever Aε = I (in particular, near the corners) an explicit computation gives

Bε(x, y) =




f1,ε(x) + f2,ε(x) −f �1,ε

(x)− y(f �1,ε
(x) + f �2,ε

(x))

−f �1,ε
(x)− y(f �1,ε

(x) + f �2,ε
(x)) 1+[f �1,ε(x)+y(f

�
1,ε(x)+f

�
2,ε(x))]2

f1,ε(x)+f2,ε(x)



 . (4.101)

By standard elliptic estimates we get that

�zε�H1(R) ≤ C(�hε�L2(R) + �pε�L2(Γ)) , (4.102)

where C depends only on the ellipticity constants of Bε that, in turn, are independent of ε. Let
R� be the subset of R obtained by removing the four balls of radius η/2 centered at the corners.
By classical Lp estimates, we have

�zε�W 2,p(R�) ≤ C(�zε�H1(R) + �hε�Lp(R) + �pε�
W

1,1− 1
p (Γ)

) (4.103)

≤ C(�zε�H1(R) + �hε�Lp(R) + �pε�C0,1(Γ)) , (4.104)

with C depending only on η, the ellipticity constants of Bε, and on the C0,1-norms of its coefficients,
which, in turn, are determined only by c1, c2, and K.

We now want to perform a similar estimate near the corners. We just show it for the origin,
since the argument is the same for the remaining corners. Let ẑ be the odd extension of z given
by

ẑε(x, y) :=

�
zε(x, y) in R,
−zε(−x, y) in (−1, 0)× (−1, 0).

In a similar way, we denote the odd extensions of hε, pε, and the coefficients of Bij

ε
of the matrix

Bε by ĥε, p̂ε, and B̂ij

ε
, respectively. Setting S := R ∪ ((−1, 0]× (−1, 0)), it is easy to check that ẑ

satisfies �
div (Cε∇ẑε) = ĥε in S,
Cε∇ẑε · ν = p̂ε on {y = 0},

where Cε := Bε in R and

Cε :=

�
−B̂11

ε
B̂12

ε

B̂12
ε

−B̂22
ε

�
in (−1, 0)× (−1, 0).

Note that the coefficients of the matrix Cε are Lipschitz continuous in Bη(0, 0), due to the fact
that by (4.98) and (4.101) the coefficient B12

ε
vanishes on Bη(0, 0) ∩ {x = 0}. Similarly, recalling

(4.100) and the fact that nε vanishes at the corner points of ∂Uε, we have that p̂ε is Lipschitz
continuous. Hence, we may apply the standard Lp elliptic estimates in Bη(0, 0) ∩ S to obtain

�zε�W 2,p(Bη/2(0,0)∩R) ≤ �ẑε�W 2,p(Bη/2(0,0)∩S) ≤ C(�ẑε�H1(Bη(0,0)∩S) + �ĥε�Lp(Bη(0,0)∩S)

+ �p̂ε�
W

1,1− 1
p (−η,η)

)

≤ C(�zε�H1(R) + �hε�Lp(R) + �pε�C0,1([0,1])) .

where the constant C depends only on the ellipticity constants of Bε, the C0,1-norms of its coef-
ficients, and η. By (4.100), (4.102), and the assumptions on gε and nε, we easily deduce that the
right-hand sides of the previous inequality and of (4.103) are bounded by C δ

ε
, for some constant
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C depending only on c1, c2, K, and η. Thus, the conclusion follows from the Sobolev Embedding
Theorem, recalling that ζε = zε ◦ Φε. �

Lemma 4.17. Fix x0 ∈ [0, ε

δ
− 2] and consider the curvilinear polygon

Nx0,ε := (4.105)

{(x, y) : x ∈ (− ε

δ
, ε

δ
) , −f2( δ

ε
x) < y < f1( δ

ε
x)} ∩ {(x, y) : x0 + g1,ε(y) < x < x0 + 1 + g2,ε(y)} ,

where �gi,ε�C1,1(R) ≤ K δ

ε
, with K > 0 independent of ε. Assume also that the angles at the

four corners of Nx0,ε are equal to π/2 and that the curves {x = gi,ε(y)} are straight lines in an
η-neighborhood of the corner points, for some η sufficiently small and independent of ε.
Let θε be the solution to the problem






∆θε = gε in Nx0,ε,
θε = 0 on {x = x0 + g1,ε(y)},
θε = 1 on {x = x0 + 1 + g2,ε(y)},
∂νθε = 0 on the remaining part of ∂Nx0,ε,

where �gε�Lp(Nx0,ε) ≤ K δ

ε
, with p > 2. Finally, define θ(x, y) := x− x0. Then, �θε − θ�C1 ≤ C δ

ε
,

where the constant C > 0 depends only on K, η, and not on x0 and ε.

Figure 15. The domain Nx0,ε.

Proof. Thanks to the assumptions on the domains Nx0,ε, we may find diffeomorphisms Φε : Nx0,ε →
Uε := Φε(Nx0,ε) of class C1,1 with the following properties:

(i) Uε := {(x, y) : 0 < x < 1 ,−f2,ε(x) < y < f1,ε(x)} for some f1,ε, f2,ε ∈ C1,1([0, 1])
satisfying

f �
i,ε

(0) = f �
i,ε

(1) = 0 (4.106)

and �fi,ε − fi,ε(0)�C1,1([0,1]) ≤ C δ

ε
, with C > 0 independent of ε;

(ii) �Φε − (Id− (x0, 0))�C1,1 ≤ C δ

ε
as ε → 0;

(iii) Φε is coincides with a rotation in the η-neighborhood of the corner points.
We set ζε(x, y) := θε ◦ Φ−1

ε
(x, y)− (x− x0). Then, ζε solves the problem






div (Aε∇ζε) = g̃ε in Uε,
ζε = 0 on {x = 0},
ζε = 0 on {x = 1},
Aε∇ζε · ν = nε on the remaining part of ∂Uε,
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where Aε := DΦεDΦ
T
ε

det DΦε
◦ Φ−1

ε
, g̃ε := gε

det DΦε
◦ Φ−1

ε
− div (Aε(1, 0)), and

nε := Aε(1, 0) ·



 f �
i,ε�

1 + (f �
i,ε

)2
, (−1)i

1�
1 + (f �

i,ε
)2



 on {(x, y) : y = f �
i,ε

(x)}.

It is clear that �Aε − I�C0,1 → 0 as ε → 0 (where I is the identity matrix), �g̃ε�Lp(Uε) ≤ C δ

ε
,

and �nε�C0,1 ≤ C δ

ε
. Moreover, using the fact that Aε is diagonal in a neighborhood of the corner

points of Uε and taking into account (4.106), we also deduce that nε vanishes at the corner points
of Uε. Hence, we may apply Lemma 4.16 to conclude that �ζε�C1(Uε)

≤ C δ

ε
. In turn, the same

holds for θε − θ ◦ Φε = ζε ◦ Φε. The conclusion follows now easily, recalling property (ii) stated at
the beginning of the proof. �

The next lemma provides the main building block for the construction of the lower bound in
the neck. We use the following notation: For x ∈ R the symbol [x] stands for the integer part of x.

Lemma 4.18. For every ε sufficiently small, there exists gε ∈ C1,1(R) with the following properties:
(i) �gε�C1,1 ≤ K δ

ε
, with K independent of ε;

(ii) setting
�N+

ε
:= {(x, y) : 0 < x < ε

δ
,−f2( δ

ε
x) < y < f1( δ

ε
x)} ∩ {(x, y) : 0 < x < [ ε

δ
]− 1 + gε(y)} ,

there exists θε satisfying





∆θε ≥ 0 in �N+
ε

,

θε(0, y) = 0 ,

θε(
�

ε

δ

�
− 1 + gε(y), y) = const =: dε ,

∂νθε = 0 on the remaining part of ∂ �N+
ε

,

(4.107)

and
m1 ≤

∂θε

∂x
≤ m2 , (4.108)

with 0 < m1 < m2 independent of ε. Moreover, θε is asymptotically one-dimensional as
ε → 0; more precisely, ����

∂θε

∂y

���� ≤ m3

δ

ε
, (4.109)

with m3 > 0 independent of ε. Finally, for any η > 0 we have

(m1 − η)x ≤ θε(x, y) ≤ (m2 + η)x for (x, y) ∈ �N+

ε
, (4.110)

provided that ε is sufficiently small.

Proof. The idea is to split �N+
ε

into the (disjoint) union of domains of the type considered in
Lemma 4.17. More precisely, for every k = 0, . . . , [ ε

δ
]− 2 we construct functions gk,ε such that the

domain Nk,ε defined as in (4.105), with x0 = k and g1,ε, g2,ε replaced by gk−1,ε, gk,ε, respectively,
satisfies the assumptions of Lemma 4.17. Note that this is possible since the derivatives of the
functions x �→ fi( δ

ε
x) are δ

ε
-small in the C0,1-norm. Note also that we are using the convention

g−1,ε = 0, which is admissible since f �1(0) = f �2(0) = 0. Finally, we may construct the domains in
such a way that the corners points of Nk,ε lie on the lines {x = k} and {x = k +1} (see the picture
below).

Let θk,ε be the solution to the following problem





∆θk,ε = 0 in Nk,ε,
θk,ε = 0 on {x = k + gk−1,ε(y)},
θk,ε = 1 on {x = k + 1 + gk,ε(y)},
∂νθk,ε = 0 on the remaining part of ∂Nk,ε.
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Figure 16. The domains Nk,ε.

Then, by Lemma 4.17 we have that

1− C
δ

ε
≤ ∂θk,ε

∂x
≤ 1 + C

δ

ε
,

����
∂θk,ε

∂y

���� ≤ C
δ

ε
(4.111)

and

1−C
δ

ε
≤ ∂νk,εθk,ε ≤ 1+C

δ

ε
, 1−C

δ

ε
≤ −∂νk+1,εθk+1,ε ≤ 1+C

δ

ε
on ∂Nk,ε ∩ ∂Nk+1,ε, (4.112)

for some C > 0 independent of k and ε, where νk,ε and νk+1,ε denote the outer unit normals
to ∂Nk,ε and ∂Nk+1,ε, respectively. Note that in the last estimate we also used the fact that
�gk,ε�C1,1 ≤ K δ

ε
so that the normal derivatives appearing in (4.112) are δ

ε
-close to derivative in

the x-direction. For every k, let

λk :=

�
1 + C δ

ε

1− C δ

ε

�k

and define θε as

θε := θ0,ε in N0,ε , θε := λkθk,ε +
k−1�

j=0

λj in Nk,ε for k ≥ 1.

Note that θε is continuous. Moreover, by construction and by (4.111), estimates (4.108) and (4.109)
hold for ε small enough, with

m1 :=
1
2

, m2 := 1 + lim
ε→0+

�
1 + C δ

ε

1− C δ

ε

�[
ε
δ ]−2

= 1 + e2C , and m3 := Cm2 .

The function θε clearly satisifes the last three equalities in (4.107). Hence, it remains to show that
∆θε ≥ 0 in the sense of distributions. To this aim, since θε is harmonic in each domain Nk,ε, it is
enough to check that for every k ≥ 1

−λk∂νk,εθk,ε ≥ λk−1∂νk−1,εθk−1,ε on ∂Nk−1,ε ∩ ∂Nk,ε. (4.113)

But the last inequality follows immediately from the definition of λk and estimate (4.112).
Finally, (4.110) follows easily from (4.108) and (4.109). �

We now show the corresponding construction for the upper bound in the neck.

Lemma 4.19. For every ε sufficiently small, there exists gε ∈ C1,1(R) with the following properties:
(i) �gε�C1,1 ≤ K δ

ε
, with K independent of ε;

(ii) defining �N+
ε

as in Lemma 4.18, for all M > 0 there exists ζε,M satisfying





∆ζε,M ≤ − 2µδ
2| ln δ|
M

in �N+
ε

,

ζε,M (0, y) = 0 ,

ζε,M (
�

ε

δ

�
− 1 + gε(y), y) = const =: dε,M ,

∂νζε,M = 0 on the remaining part of ∂ �N+
ε

,

(4.114)
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where µ is defined in (2.3), and

n1 ≤
∂ζε,M

∂x
≤ n2 , (4.115)

with 0 < n1 < n2 independent of ε, µ, and M . Moreover, ζε,M is asymptotically one-
dimensional as ε → 0; more precisely,

����
∂ζε,M

∂y

���� ≤ n3

δ

ε
, (4.116)

with n3 > 0 independent of ε and M . Finally, for any η > 0 we have

(n1 − η)x ≤ ζε,M (x, y) ≤ (n2 + η)x , (4.117)

provided that ε is sufficiently small.

Proof. The argument is essentially the same as the one presented in the proof of the previous
lemma, with the only difference that the function θk,ε must be replaced by the function ζk,ε that
solves the problem






∆ζk,ε = − 2µδ
2| ln δ|
M

in Ωk,ε,
ζk,ε = 0 on {x = k + gk−1,ε(y)},
ζk,ε = 1 on {x = k + 1 + gk,ε(y)},
∂νζk,ε = 0 on the remaining part of ∂Ωk,ε,

and the definition of the λk is now given by

λk :=

�
1− C δ

ε

1 + C δ

ε

�k

.

Arguing as before, one can show that the estimates (4.115), (4.116) and (4.117) hold with n1 =
e−2C/2, n2 = 2 and n3 = C. Similarly, one can show that (4.114) holds. We only mention the fact
that crucial inequality to be checked is now (4.113) with the reversed sign. �

Given x0 ∈ (δ, ε− 3δ) and η > 0 (sufficiently small), we set

Sη(x0) := {(x, y) : |x− x0| < η

2
,−δf2(x

ε
) < y < δf1(x

ε
)} .

Proposition 4.20. For δ ≤ x0 ≤ ε− 3δ let S δ
2
(x0) be defined as above. Then

osc
S δ

2
(x0)

uε ≤ C

�
δ

x0 + δ
inf

S δ
2
(x0)

uε + δ2

�
,

with C > 0 independent of ε and x0.

Proof. Set cε := infS δ
2
(x0) uε. By (2.8) we have cε > 0. Let (x1, y1) ∈ S δ

2
(x0) be such that

uε(x1, y1) = cε. Since uε is superharmonic in Ω+
ε
, it easily follows from the Maximum Principle

that uε ≥ cε in Ω+
ε
∩ {x > x1}. Let θε be defined as in Lemma 4.18. Let kε be the largest integer

such that δ

2
+ kεδ ≤ x0. Replacing θε by the function (still denoted by θε)

�
θε( 1

2
+ kε − x0

δ
+ x, y) if x ≥ x0

δ
− 1

2
− kε,

0 otherwise,

we may assume that θε is harmonic in the region 1

δ
S 3

4 δ
(x0). Moreover, by (4.110) we have m1

2
x ≤

δθε(x

δ
, y

δ
) ≤ 2m2x for (x, y) ∈ N+

ε
, x ≥ δ, and for ε sufficiently small. In particular, we may find

λε, with
cε

2m2(x0 + δ)
≤ λε ≤

2cε

m1(x0 + δ)
, (4.118)
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such that, setting θ̃ε(x, y) := λεδθε(x

δ
, y

δ
), we have

cε = max{θ̃ε(x0 + δ, y) : −δf2(x0+δ

ε
) ≤ y ≤ δf1(x0+δ

ε
)} . (4.119)

Recalling (4.108) and (4.109), we deduce

|∇θ̃ε| ≤ 2m2λε (4.120)

for ε small enough. Set M+
ε

= N+
ε
∩ {x < x0 + δ}. We clearly have that θ̃ε ≤ uε on the vertical

part of ∂M+
ε

and ∂νθε = 0 on the remaining part of ∂M+
ε

. Since θ̃ε is subharmonic (and uε is
superharmonic), it follows from the Maximum Principle that

wε := uε − θ̃ε ≥ 0 in M+

ε
. (4.121)

Let Φε : S 3
4 δ

(x0) → Rδ := (x0− 3

8
δ, x0 + 3

8
δ)× (−δ, 0), Φε(x, y) :=

�
x,

y−δf1(
x
ε )

f1(
x
ε )+f2(

x
ε )

�
, and note that

the function w̃ε := wε ◦ Φ−1
ε

solves
�

div (Aε∇w̃ε) = gε in Rδ ,

Aε∇w̃ε · ν = 0 on {y = −δ} ∪ {y = 0} ,

where Aε := DΦε(DΦε)
T

det DΦε
◦ Φ−1

ε
and gε := W

�
(uε)

det DΦε
◦ Φ−1

ε
. Denote by �wε, �Aij

ε
, and �gε the extensions

of w̃ε, Aij

ε
, and gε, respectively, to the domain R�

δ
:= (x0 − 3

8
δ, x0 + 3

8
δ) × (−2δ, δ) obtained by

reflection with respect to y = −δ and y = 0. Then, �wε is a non-negative solution to the equation

div (Bε∇ �wε) = �gε in R�
δ
,

where

Bε :=

�
�A11

ε
− �A12

ε

− �A12
ε

�A22
ε

�
.

Note that Bε is uniformly elliptic with ellipticity constants independent of ε. Since Φε(S δ
2
(x0)) =

(x0 − δ

4
, x0 + δ

4
)× (−δ, 0), we may now apply the Harnack Inequality for nonhomogeneous elliptic

equations (see for instance [20]) to deduce the existence of a constant K independent of ε and x0

such that

sup
S δ

2
(x0)

wε = sup
Φε(S δ

2
(x0))

w̃ε ≤ K

�
inf

Φε(S δ
2
(x0))

w̃ε + δ��gε�L2(R�δ)

�
(4.122)

≤ K

�
inf

S δ
2
(x0)

wε + Cδ2

�
, (4.123)

where the constant C depends only on C1 norms of W � and Φε. Observe now that

osc
S δ

2
(x0)

uε = sup
S δ

2
(x0)

uε − cε ≤ sup
S δ

2
(x0)

wε + sup
S δ

2
(x0)

θ̃ε − cε ≤ sup
S δ

2
(x0)

wε , (4.124)

where in the last inequality we used the fact that θ̃ε ≤ cε in M+
ε

, which follows from (4.119), the
fact that θ̃ε = 0 on {x = 0}, and the subharmonicity of θ̃ε.

By (4.119), there exists −δf2(x0+δ

ε
) ≤ y2 ≤ δf1(x0+δ

ε
) such that θ̃ε(x0 +δ, y2) = cε. Moreover,

using (4.118), (4.120), and the fact that |(x0 + δ, y2) − (x1, y1)| ≤ Cδ (with C depending only on
f1 and f2), we have

inf
S δ

2
(x0)

wε = inf
S δ

2
(x0)

(uε − θ̃ε) ≤ cε − θ̃ε(x1, y1) = θ̃ε(x0 + δ, y2)− θ̃ε(x1, y1)

≤ 2m2λεCδ ≤ 4Cδm2cε

m1(x0 + δ)
=

4Cδm2

m1(x0 + δ)
inf

S δ
2
(x0)

uε . (4.125)

The thesis of the proposition follows now easily by combining (4.122), (4.124), and (4.125). �
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Lemma 4.21 (Lower bound). Let r0 > 0, ηε, and Aε(δ, r0) be as in Lemma 4.9, and let �N+
ε

and
θε be as in Lemma 4.18. Define

�N+

ε
:= δ �N+

ε
,

and denote by Rε the region of Ω+
ε

between �N+
ε

and Aε(δ, r0). Define also �Rε := 1

δ
Rε −

�
ε

δ

�
. The

following statements hold true.
(i) Assume that either (4.8) or (4.16) holds. For M1, M2 > 0 define

ulo

ε
(x, y) :=






M1θε(x

δ
, y

δ
)

| ln δ| for (x, y) ∈ �N+
ε

,

M2

| ln δ|ξε

�x

δ
−

�ε

δ

�
,
y

δ

�
+

M1dε

| ln δ| for (x, y) ∈ Rε,

1− ηε −
�

M1dε
| ln δ| + M2

| ln δ|

�

ln r0
δ

ln
|(x− ε, y)|

r0

+ (1− ηε) for (x, y) ∈ Aε(δ, r0),

(4.126)

where dε is the constant appearing in (4.107) and ξε is the solution to the following problem:





∆ξε = 0 in �Rε,
ξε = 0 on ∂ �Rε ∩ ∂ �N+

ε
,

ξε = 1 on ∂B1(0, 0) ∩ {x > 0},
∂νξε = 0 on the remaining part of ∂ �Rε.

Then, there exist M1, M2 > 0 independent of ε such that ulo

ε
≤ uε in �N+

ε
∪Rε ∪Aε(δ, r0)

for ε small enough.
(ii) Assume that (4.3) holds. Then, for any M1 ∈ (0, 1) there exists M2 > 0 independent of

ε such that the function ulo

ε
defined as in (4.28), with M1/| ln δ| replaced by M1δ/ε, is a

lower bound for uε in �N+
ε
∪Rε ∪Aε(δ, r0), provided that ε is small enough.

Proof. The proof is very similar to the one of Lemma 4.9. Using estimate (4.110), we observe that
m1
2

(ε/δ−1) ≤ dε ≤ 2m2(ε/δ−1) for ε small enough. Moreover, the functions ξε are C1-close to the
function v defined in the Lemma 4.9 in a neighborhood of ∂ �Rε∩{x = −1} and ∂B1(0, 0)∩{x > 0}.
This can be easily proven by using the reflection argument of Lemma 4.17. Hence, in particular,
by (4.33) and (4.34) we have

0 < a0/2 ≤ −∂ν bRε

ξε ≤ 2a1 on ∂ �Rε ∩ ∂ �N+

ε
, 0 < b0/2 < ∂ν bRε

ξε ≤ 2b1 on ∂B1(0, 0) ∩ {x ≥ 0}.

The rest of the proof goes as in Lemma 4.9. �

Figure 17. The construction of the lower bound.
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Lemma 4.22 (Upper bound). Let r0 > 0, ηε, �N+
ε

, �N+
ε

Rε, Aε(δ, r0), and �Rε be as in Lemma 4.21,
and assume that either (4.8) or (4.16) holds. Let µ be the constant appearing in (2.3). For M1 > 0,
M2 > 0 let ζε,M1 be the function constructed in Lemma 4.19 and define

uup

ε
(x, y) :=






M1ζε,M1(
x

δ
, y

δ
)

| ln δ| for (x, y) ∈ �N+
ε

,

M2

| ln δ|ξ
up

ε

�x

δ
−

�ε

δ

�
,
y

δ

�
+

M1dε,M1

| ln δ| for (x, y) ∈ Rε,
�

1− M1dε,M1

| ln δ| − M2

| ln δ|

�
hε(x, y) + 1 for (x, y) ∈ Aε(δ, r0),

(4.127)

where ξup

ε
is the solution to






∆ξup

ε
= −δ in �Rε,

ξup

ε
= 0 on ∂ �Rε ∩ ∂ �N+

ε
,

ξup

ε
= 1 on ∂B1(0, 0) ∩ {x > 0},

∂νξup

ε
= 0 on the remaining part of ∂ �Rε,

and hε(x, y) is defined in (4.36). Then, there exist M1, M2 > 0 independent of ε such that uε ≤ uup

ε

in �N+
ε
∪Rε ∪Aε(δ, r0) for ε small enough.

The proof goes exactly as in Lemma 4.10. For the minor changes, see the proof of Lemma 4.9.
Combining Proposition 4.20 and Lemma 4.22, we can argue as in the proof of Corollary 4.13

to obtain the following corollary.

Corollary 4.23. Assume that either (4.8) or (4.16) holds. Choose λ := max[−1,1](f1 + f2). Then
for ε small enough and for 0 < x ≤ ε we have

osc
Bλδ(x,0)∩Ω

+
ε

uε ≤
C

| ln δ| , (4.128)

with C > 0 independent of ε and x.

We are now in a position to complete the proof of Theorem 4.3 in the non-flat case. We
only show the main changes with respect to the proof given in the previous subsection. Here,
we underline one subtle point: in the non-flat case we are not able to provide matching lower
and upper bounds for uε in the neck. Nevertheless, we are able to retrieve the complete limiting
behavior at infinity thanks to Proposition 4.14, which is a consequence of the matching lower and
upper bounds constructed in the flat case.

We leave the easy changes needed to complete the proofs of Theorems 4.1 and 4.6 to the
reader.

Proof of Theorem 4.3 (the non-flat neck case). We split the proof into several steps.
Step 1. (energy bounds in the neck) Arguing as in the corresponding step of the proof in Subsec-
tion 4.1, we obtain

�

N

�
|∂xvε(x, y)|2 +

ε2

δ2
|∂yvε(x, y)|2

�
dxdy = 2

�

N+

�
|∂xvε(x, y)|2 +

ε2

δ2
|∂yvε(x, y)|2

�
dxdy ≤ C

for some constant C > 0 independent of ε and we may extract a (not relabelled) subsequence such
that (4.57) and (4.58) hold. Moreover, using Corollary 4.23 and arguing as in the previous section,
one can prove also in this case (4.59) and (4.63).

From (4.8), (4.55), (4.57), and (4.58) we have

lim inf
ε→0

| ln δ|F (uε, N
+

ε
) ≥ lim inf

ε→0
| ln δ|1

2

�

N
+
ε

|∇uε|2 dxdy

= lim inf
ε→0

1
2

�

N+

�
δ| ln δ|

ε
|∂xvε(x, y)|2 +

ε| ln δ|
δ

|∂yvε(x, y)|2
�

dxdy
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≥ lim inf
ε→0

�

2

�

N+
|∇vε|2 dxdy ≥ �

2

�

N+
|∇v|2 dxdy

=
�

2

� 1

0

(f1 + f2)(v̂�)2 dx =
�

4

� 1

−1

(f1 + f2)(v̂�)2 dx

≥ �

4
min

�� 1

−1

(f1 + f2)(θ�)2 dx : θ ∈ H1(−1, 1) , θ(1) = −θ(−1) = v̂(1)
�

=
�

mf1f2

v̂(1)2 . (4.129)

The last inequality follows from the explicit computation of the minimum problem, observing that
the Euler-Lagrange equations together with the boundary conditions give that the minimizer θmin

must satisfy

θ�
min

=
2v̂(1)
mf1f2

1
f1 + f2

in (−1, 1),

where mf1f2
is the constant introduced in (4.7).

Step 2. (energy bounds in the bulk) Assume first that v̂(1) < 1. Then by (4.63)2 and (4.29), we
have

cε +
C

| ln δ| < 1− ηε for ε small enough.

We can now argue exactly as in the corresponding step of the proof in the previous subsection to
obtain

lim inf
ε→0

| ln δ|F (uε,Ω+

ε
\ N+

ε
) ≥ 1

2
π(1− v̂(1))2 . (4.130)

Note that if v̂(1) = 1, then (4.130) trivially holds.
Step 3. (asymptotic behavior in the neck and limit of the energy) By (4.129) and (4.130) we have

lim inf
ε→0

| ln δ|F (uε,Ω+

ε
) ≥ �

mf1f2

v̂(1)2 +
1
2
π(1− v̂(1))2 ≥ π�

mf1f2
π + 2�

, (4.131)

where the last inequality follows from the fact that
�

mf1f2

t2 +
1
2
π(1− t)2 >

π�

mf1f2
π + 2�

for t �=
mf1f2

π

mf1f2
π + 2�

. (4.132)

On the other hand, for any fixed α ∈ (0, 1) we may consider the test functions zε defined as

zε(x, y) :=






2
ε

π

mf1f2
π + 2�

�
x

0

1
(f1 + f2)( s

ε
)

ds in N+
ε

,

mf1f2
π

mf1f2
π + 2�

in {|(x− ε, y)| ≤ δ, x > ε},

2�

mf1f2
π + 2�

1
|ln δ1−α| ln

|(x− ε, y)|
δα

+ 1 in {δ < |(x− ε, y)| < δα, x > ε},

1 otherwise in Ω+
ε
.

Taking into account the minimality of uε, we have

lim sup
ε→0

| ln δ|F (uε,Ω+

ε
) ≤ lim sup

ε→0

| ln δ|F (zε,Ω+

ε
)

≤ lim
ε→0

| ln δ|
�

1
2

�

Ω
+
ε

|∇zε|2 dxdy + L2
�
(N+

ε
∪Bδα(ε, 0)) ∩ {x > ε}

�
max
[0,1]

W

�

= lim
ε→0

| ln δ|1
2

�

Ω
+
ε

|∇zε|2 dxdy =
π�

(mf1f2
π + 2�)2

�
mf1f2

π +
2�

1− α

�
, (4.133)

where the last equality follows by explicit computation of the Dirichlet energy of zε.
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Combining (4.131) and (4.133), since α can be chosen arbitrarily close to 0, we conclude

lim
ε→0

| ln δ|F (uε,Ω+

ε
) =

1
2
�v̂(1)2 +

1
2
π(1− v̂(1))2 =

π�

mf1f2
π + 2�

, (4.134)

which, in turn, yields

v̂(1) =
mf1f2

π

mf1f2
π + 2�

(4.135)

thanks to (4.132). Note that the last equality and (4.63)2 imply (4.12). Moreover, the limit in
(4.134) is independent of the selected subsequence and thus the full sequence converges. Now,
combining (4.96), (4.130), (4.134), and (4.135) one deduces that all the inequalities in (4.96) and
(4.130) are in fact equalities and that, in turn, v̂ solves (4.9). Hence, v̂ does not depend on the
selected subsequence. In turn, the equalities in (4.96) and (4.130) hold for the full sequence and
prove (4.10) and (4.15), respectively.

The strong convergence in H1(N) of {vε} to v can now be proved as in the corresponding step
of the proof in the previous subsection.
Step 4. (lower and upper bounds in the neck) We construct lower and upper bounds for uε in the
neck. We underline here that differently from the flat case presented in the previous subsection,
the construction does not provide matching lower and upper bounds. However, at this point we
can take advantage of Proposition 4.14. Given M > 0, consider the function ξε,M constructed in
Lemma 4.19 and set

λε,M :=
cε + C

| ln δ|

dε,M

| ln δ| , (4.136)

where cε + C

| ln δ| and dε,M are the constants appearing in (4.63) and (4.114), respectively. Note by
(4.117) and the definition of dε,M , we have

n1

2
ε

δ
< dε,M < 2n2

ε

δ

and, in turn, by (4.8), (4.63)2, and (4.136)

�

4n2

v̂(1) <
δ| ln δ|
2n2ε

�
cε +

C

| ln δ|

�
< λε,M <

2δ| ln δ|
n1ε

�
cε +

C

| ln δ|

�
<

4�

n1

v̂(1) , (4.137)

provided that ε is small enough. Thanks to above inequalities, we may choose M > 0 (independent
of ε) so that

2µλε,M

M
> max

[0,1]

|W �| ,

where µ is the constant appearing in (2.3). With this choice of M , we set

nup

ε
(x, y) := λε,M

ξε,M (x

δ
, y

δ
)

| ln δ| for (x, y) ∈ �N+

ε
, (4.138)

where �N+
ε

is defined as in Lemma 4.19. Then, by (4.63), (4.114), and (4.136), we have





∆nup

ε
≤ − 2µλε,M

M
< −max[0,1] |W �| ≤ ∆uε in �N+

ε
,

nup

ε
= uε = 0 on ∂ �N+

ε
∩ {x = 0},

nup

ε
= cε + C

| ln δ| ≥ uε on ∂ �N+
ε
∩ Ω+

ε
,

∂νnup

ε
= ∂νuε = 0 on the remaining of ∂ �N+

ε
.

Hence, we may apply Proposition 6.1 to deduce that nup

ε
is an upper bound for uε in �N+

ε
. Now

let θε and dε as in (4.107). Setting

λε :=
cε − C

| ln δ|

dε

| ln δ| ,
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and arguing as before, one can check that λε is bounded by a constant independent of ε and that
the function nlo

ε
, defined as

nlo

ε
(x, y) := λε

θε(x

δ
, y

δ
)

| ln δ| for (x, y) ∈ �N+

ε
,

is a lower bound for uε in �N+
ε

. Summarazing,

nlo

ε
≤ uε ≤ nup

ε
in �N+

ε
. (4.139)

Step 5. (lower and upper bounds in the bulk) This step goes exactly as in the previous subsection.
We may define blo

ε
and bup

ε
as in (4.77) and (4.78), respectively, so that (4.80) holds.

Step 6. (asymptotic behavior in the bulk) We can now argue exactly as in Step 6 of the proof
presented in the previous subsection for the flat case, to deduce the existence of a subsequence (not
relabeled) such that w+

ε
− cε| ln δ| → w+ in W 2,p

loc
(Ω+
∞) for every p ≥ 1 and ∇w+

ε
χeΩ+

ε
→ ∇w+χ

Ω
+
∞

in L2

loc
(R2; R2), where w+ is a harmonic in Ω+

∞, ∂νŵ = 0 on ∂Ω+
∞, w+(0, 0) = 0, and

2�

mf1f2
π + 2�

ln |(x, y)|−C ≤ w+(x, y) ≤ 2�

mf1f2
π + 2�

ln |(x, y)|+C for (x, y) ∈ {x > 0} \ B1(0, 0).

Moreover, by (4.139), tusing (4.110), (4.117), and the uniform bounds on the constants λε,M and
λε, one can easily check that the functions w+

ε
− cε| ln δ| have linear growth in �N+

ε
, uniformly in

ε, so that w+ grows at most linearly in in Ω+
∞ ∩ {x < 0}. Summarizing, w+ satisfies






∆w+ = 0 in Ω+
∞,

∂νw+ = 0 on ∂Ω+
∞,

w+(x, y)
ln |(x, y)| →

2�

mf1f2
π + 2�

as |(x, y)| → +∞ with x > 0,

w+ grows at most linearly in in Ω+
∞ ∩ {x < 0}.,

w+(0, 0) = 0 .

We may now apply Proposition 4.14 to infer that w+ is the unique solution to (4.13). Thus, the
conclusion of the theorem follows. �

5. The flat thick neck

This section is devoted to the thick neck regime

lim
ε→0

δ

ε
= +∞ . (5.1)

Since the geometry of neck will not affect the limiting problem, we only consider for simplicity the
case of a flat neck. More precisely, we assume, without loss of generality, that (4.22) holds. The
main result is contained in the following theorem.

Theorem 5.1. Assume that (5.1) holds. Let {uε} be the family of minimizing geometrically
constrained walls defined in (2.7) and {vε} the corresponding family of rescaled profiles

vε(x, y) := |ln δ|uε(δx, δy) ,
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defined for (x, y) ∈ 1

δ
Ωε. Set Ω∞ := R2 \ {(0, y) : |y| ≥ 1

2
}. Then vε converge in W 2,p

loc
(Ω∞) for

every p ≥ 1 to the unique solution v of the following problem:





∆v = 0 in Ω∞,

∂νv = 0 on ∂Ω∞,
v(x, y)

ln |(x, y)| → 1 as |(x, y)| → +∞ with x > 0,

v(x, y)
ln |(x, y)| → −1 as |(x, y)| → +∞ with x < 0,

v(0, 0) = 0 .

(5.2)

In fact, v(0, y) = 0 for |y| < 1

2
. Moreover, ∇vεχ 1

δ Ωε
→ ∇vχΩ∞ in L2

loc
(R2; R2). Finally,

lim
ε→0+

| ln δ|F (uε,Ωε) = π . (5.3)

Figure 18. The original domain Ωε and the rescaled limiting domain Ω∞.

Remark 5.2. Since R2 \ 1

δ
Ωε → R2 \ Ω∞ in the Hausdorff metric, the local convergence of {vε}

to v stated above is well defined (see Remark 3.2).

Proof. Since the argument is similar to previous cases, we only give a sketch of the proof. It is
enough to consider uε|{x>0}.
Step 1. (lower bounds) We start by constructing the lower bounds. Let ηε be as in Lemma 4.9 and
recall that ηε → 0. Let r0, Rε, and Aε(δ, r0) be as in Lemma 4.9 (note that now Rε intersects the
half space {x < 0}). Define

ulo

ε
(x, y) :=






0 if (x, y) ∈ Rε,
1− ηε

ln r0
δ

ln
|(x− ε, y)|

r0

+ (1− ηε) if (x, y) ∈ Aε(δ, r0).

Arguing as in the proof of Lemma 4.9 one can easily check that ulo

ε
is a lower bound for uε in

(Rε ∪Aε(δ, r0)) ∩ Ω+
ε
, provided that ε is small enough. Step 2. (upper bounds) We now construct

suitable upper bounds. Again the construction is very similar to the one in Lemma 4.10. More
precisely, let ξε and hε be as in Lemma 4.10 and define

uup

ε
(x, y) :=






M

| ln δ|ξε

�
x− ε

δ
,
y

δ

�
if (x, y) ∈ Rε,

�
1− M

| ln δ|

�
hε(x, y) + 1 if (x, y) ∈ Aε(δ, r0).

Arguing as in Lemma 4.10, we can show that there exists M > 0 independent of ε such that uup

ε

is an upper bound for uε in (Rε ∪Aε(δ, r0)) ∩ Ω+
ε
.
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Step 3. (limit of the energy).
For α ∈ (0, 1) consider the test functions zε defined in Ω+

ε
as

zε(x, y) :=






0 in N+
ε
∪ {|(x− ε, y)| ≤ δ, x > ε},

1
|ln δ1−α| ln

|(x− ε, y)|
δα

+ 1 in {δ < |(x− ε, y)| < δα, x > ε},

1 otherwise in Ω+
ε
.

By the minimality of uε and by explicitly computing the Dirichlet energy of zε (and estimating
the contribution of the potential energy, see (4.69)), we get

lim sup
ε→0+

| ln δ|F (uε,Ωε) = 2 lim sup
ε→0+

| ln δ|F (uε,Ω+

ε
) ≤ 2 lim

ε→0+
| ln δ|F (zε,Ω+

ε
) =

π

1− α
. (5.4)

For the opposite inequality, we observe that

lim inf
ε→0

| ln δ|F (uε,Ω+

ε
)

≥ lim
ε→0

| ln δ|min

�
1
2

�

Aε(δ,r0)

|∇u|2dxdy : u ≤ M

| ln δ| on ∂Bδ(ε, 0) ∩ {x > ε} ,

u ≥ 1− ηε on ∂Br0(ε, 0) ∩ {x > ε}
�

= lim
ε→0

| ln δ|min

�
1
2

�

Aε(δ,r0)

|∇u|2dxdy : u = M

| ln δ| on ∂Bδ(ε, 0) ∩ {x > ε} ,

u = 1− ηε on ∂Br0(ε, 0) ∩ {x > ε}
�

,

where we used the fact that uε ≤ M

| ln δ| on ∂Bδ(ε, 0) ∩ {x > ε}, thanks to the upper bound. The
unique minimizer of the last minimum problem is given by

ũε(x, y) = (1− ηε) +
1− ηε − M

| ln δ|

ln r0
δ

ln
|(x− ε, y)|

r0

.

By explicit computation, we deduce that

lim inf
ε→0

| ln δ|F (uε,Ω+

ε
) ≥ lim

ε→0

1
2

�

Aε(δ,r0)

|∇ũε|2dxdy = π .

Hence, (5.3) follows from the previous inequality, (5.4), and the arbitrariness of α.
Step 4. (asymptotic behavior) Note that from the previous steps we have that the functions vε

satisfy

| ln δ|ulo

ε
(δx, δy) ≤ vε(x, y) ≤ | ln δ|uup

ε
(δx, δy) for (x, y) ∈ ( 1

δ
Ω+

ε
) ∩ {|(x− ε

δ
, y)| ≤ r0

δ
|}. (5.5)

Similar (symmetric) bounds are clearly satisfied in Ω−
ε

. In particular, we deduce that the functions
vε have locally equibounded L∞-norms. Since, they satisfy

�
∆vε = δ2| ln δ|W �( vε

| ln δ| ) in 1

δ
Ωε ,

∂νvε = 0 on 1

δ
∂Ωε ,

we may apply Proposition 6.2 to deduce that, up to a subsequence, vε converge in W 2,p

loc
(Ω∞) for

every p ≥ 1 to a function v satisying





∆v = 0 in Ω∞ ,

∂νv = 0 on ∂Ω∞ ,

v(0, 0) = 0 .

Moreover, ∇vεχ 1
δ Ωε

→ ∇vχΩ∞ in L2

loc
(R2; R2).
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Note that as ε → 0+

| ln δ|ulo

ε
(δx, δy) → ln |(x, y)| and | ln δ|uup

ε
(δx, δy) → ln |(x, y)|+ M

for |(x, y)| > 1. Recalling (5.5), we conclude that v solves (5.2). In order to conclude the proof we
are left with showing that such a problem admits a unique solution. To see this, we may repeat
word for word Step 4 of the proof of Theorem 3.1, with the half spaces {x > 1} and {x < −1}
replaced by {x > 0} and {x < 0}, respectively, and with the function K� replaced by the Kelvin
transform (x, y) �→ (x, y)/

�
2|(x, y)|2

�
.

�

6. Appendix

In this section we state two auxiliary results that are used throughout the paper and we
provide the easy proofs for the reader’s convenience.

The first one is a particular instance of the so-called weak comparison principle for elliptic
equations.

Proposition 6.1 (Weak comparison principle). Let Ω ⊂ R2 be a Lispchitz connected open set and
let Γ ⊂ ∂Ω be a relative closed subset with positive H

1

-measure. Assume that f : R → R is
a continuous nondescreasing function and let u1, u2 ∈ H1(Ω) ∩ L∞(Ω) be weak solutions to the
following system of inequalities:






∆u1 ≥ f(u1) , ∆u2 ≤ f(u2) in Ω,

∂νu1 = ∂νu2 = 0 on ∂Ω \ Γ;

i.e.,

−
�

Ω

∇u1 · ∇ϕ dxdy ≥
�

Ω

f(u1)ϕ dxdy and −
�

Ω

∇u2 · ∇ϕ dxdy ≤
�

Ω

f(u2)ϕ dxdy (6.1)

for all ϕ ∈ H1(Ω), with ϕ ≥ 0 in Ω and ϕ = 0 on Γ. If u1 ≤ u2 on Γ, then u1 ≤ u2 a.e. in Ω.

Proof. Apply (6.1) with ϕ := max{u1 − u2, 0} to obtain
�

{u1>u2}
∇u1 · ∇(u1 − u2) dxdy ≤ −

�

{u1>u2}
f(u1)(u1 − u2) dxdy

and
−

�

{u1>u2}
∇u2 · ∇(u1 − u2) dxdy ≤

�

{u1>u2}
f(u2)(u1 − u2) dxdy .

Adding the two inequalities, we have
�

Ω

|∇ϕ|2 dxdy =
�

{u1>u2}
|∇(u1 − u2)|2 dxdy ≤

�

{u1>u2}
[f(u2)− f(u1)](u1 − u2) dxdy .

As the last integral is nonpositive thanks to the monotonicity of f , we deduce that the first integral
vanishes; i.e., ∇ϕ=0 a.e. in Ω. Since Ω is connected and ϕ vanishes on Γ, we conclude that ϕ = 0
a.e. in Ω, which is equivalent to the thesis of the proposition. �

We now deal with the convergence of Neumann problems on varying domains. We recall that,
given an open (possibly unbounded) set Ω ⊂ R2 and f ∈ L2

loc
(R2), the function u is a weak-solution

to the Neumann problem �
∆u = f in Ω,
∂νu = 0 on ∂Ω,

if u ∈ H1(Ω ∩BR(0, 0)) for all R > 0 and

−
�

Ω

∇u · ∇w dxdy =
�

Ω

fw dxdy
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for all w ∈ H1(Ω) with bounded support.

Proposition 6.2. Let {Ωk} be a sequence of open sets such that

χΩk → χΩ∞ in L1

loc
(R2) and R2 \ Ωk → R2 \ Ω∞ locally in the Hausdorff sense (6.2)

for a suitable open set Ω∞, and assume that at least one of the following conditions is satisfied:
(i) Ω∞ is locally Lipschitz;
(ii) Ωk ⊂ Ω∞ for every k.

Let {uk} be a sequence of functions such that {ukχΩk} is locally equibounded in L∞ and each uk

is a weak solution to the Neumann problem
�

∆uk = fk in Ωk,
∂νuk = 0 on ∂Ωk,

(6.3)

where
fkχΩk → f∞χΩ in Lp

loc
(R2) (6.4)

for some p > 2. Then, up to a subsequence,

ukχΩk → u∞χΩ∞ in Lq

loc
(R2) for all q ∈ [1,+∞) , ∇ukχΩk → ∇u∞χΩ∞ in L2

loc
(R2; R2),

(6.5)
where u∞ is a weak solution to �

∆u∞ = f∞ in Ω∞,
∂νu∞ = 0 on ∂Ω∞.

(6.6)

Moreover, uk → u∞ in W 2,p

loc
(Ω∞).

Remark 6.3. The assumptions of the previous theorem can be significantly weakened (see [5], [6],
and references therein). Here we decided to give the simplest statement that fits our purposes.

Proof of Proposition 6.2. A standard argument yields that for all M > 1 we have
�

Ωk∩BM (0,0)

|∇uk|2 dxdy ≤ C0

�

Ωk∩B2M (0,0)

(|fk|2 + |uk|2) dxdy (6.7)

where C0 is a universal positive constant. In particular, the sequence {∇ukχΩk} is bounded in
L2

loc
(R2; R2). Hence, using also the local L∞-bounds on the functions uk and recalling (6.2), we

may find a (not relabelled) subsequence and u∞ such that

uk → u∞ in L2

loc
(Ω∞) and ∇ukχΩk � ∇u∞χΩ∞ weakly in L2

loc
(R2; R2). (6.8)

In particular, passing to a further subsequence if necessary, by the first limit in (6.8) we may
assume that ukχΩk → u∞χΩ∞ almost everywhere and, in turn, again by the local L∞-bounds and
by the Dominated Convergence Theorem, we may conclude that the first assertion in (6.5) holds.
Fix w ∈ H1(Ω∞) with bounded support and assume that (i) is satisfied. Then we may extend w
to a function (still denoted by w) in H1(R2) with compact support. Hence, for every k we have

−
�

Ωk

∇uk · ∇w dxdy =
�

Ωk

fkw dxdy .

By (6.4) and (6.8) we may pass to the limit in the above identity and deduce that u∞ is a
weak solution to (6.6). If (ii) holds, then the argument is even easier since we don’t need to
extend w (and, thus, we don’t need to assume the Lipschitz regularity of Ω∞). Fix M > 0 and
ϕ ∈ C∞

c
(B2M (0, 0); [0, 1]) such that ϕ = 1 in BM (0, 0). Choosing w = ϕ2uk as a test function for

(6.3), we obtain
�

χΩkϕ2|∇uk|2 dxdy =
�

χΩkfkϕ2uk dxdy − 2
�

χΩkukϕ∇uk · ∇ϕ dxdy . (6.9)
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Analogously, we have
�

χΩ∞ϕ2|∇u∞|2 dxdy =
�

χΩ∞f∞ϕ2u∞ dxdy − 2
�

χΩ∞u∞ϕ∇u∞ · ∇ϕ dxdy . (6.10)

By (6.4), the first part of (6.5), and the second limit in (6.8), one deduces that the right-hand side
of (6.9) converges to the right-hand side of (6.10). Hence,

lim sup
k→∞

�

BM (0,0)

|χΩk∇uk|2 dxdy ≤ lim
k→∞

�
χΩkϕ2|∇uk|2 dxdy =

�
ϕ2|χΩ∞∇u∞|2 dxdy

for all cut-off functions ϕ ∈ C∞
c

(B2M (0, 0); [0, 1]) such that ϕ = 1 in BM (0, 0). Choosing a sequence
{ϕn} of cut-off functions such that ϕn → χBM (0,0) in L1, we deduce

lim sup
k→∞

�

BM (0,0)

|χΩk∇uk|2 dxdy ≤
�

BM (0,0)

|χΩ∞∇u∞|2 dxdy

and, in turn, by lower semicontinuity,

lim
k→∞

�

BM (0,0)

|χΩk∇uk|2 dxdy =
�

BM (0,0)

|χΩ∞∇u∞|2 dxdy

for all M > 0. This establishes the second assertion in (6.5). The W 2,p

loc
convergence of {uk} to u∞

now follows from standard local Lp estimates. �
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