Product blocking measures and a particle system proof of the Jacobi triple product

Márton Balázs\textsuperscript{1} and Ross Bowen

\textit{University of Bristol, UK. E-mail: m.balazs@bristol.ac.uk}

Received 9 June 2016; revised 30 November 2016; accepted 7 December 2016

Abstract. We review product form blocking measures in the general framework of nearest neighbor asymmetric one dimensional misanthrope processes. This class includes exclusion, zero range, bricklayers, and many other models. We characterize the cases when such measures exist in infinite volume, and when finite boundaries need to be added. By looking at inter-particle distances, we extend the construction to some 0-1 valued particle systems e.g., \(q\)-ASEP and the Katz-Lebowitz-Spohn process, even outside the misanthrope class. Along the way we provide a full ergodic decomposition of the product blocking measure into components that are characterized by a non-trivial conserved quantity. Substituting in simple exclusion and zero range has an interesting consequence: a purely probabilistic proof of the Jacobi triple product, a famous identity that mostly occurs in number theory and the combinatorics of partitions. Surprisingly, here it follows very naturally from the exclusion – zero range correspondence.
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1. Introduction

Stationary distributions in one dimensional asymmetric simple exclusion (ASEP) have been fully explored by Liggett [21]. The extremal ones are translation-invariant iid. Bernoulli distributions characterized by a density \(0 \leq \rho \leq 1\), and non translation-invariant distributions that come from a product but not identically distributed Bernoulli measure by conditioning on a conserved quantity of the dynamics. The former are non-reversible, while the latter are. This manuscript focuses on such non-homogeneous reversible product stationary structures in several models. Such measures are mentioned sporadically in the literature. A common feature of these distributions is that, looking in the
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direction of the asymmetry, the particle numbers go from the least allowed per site to the most possible, hence the name blocking measure.

The aim of this manuscript is two-fold: first, to show that product blocking measures occur very generally, and describe them in a misanthrope-type framework that includes many of the known examples like ASEP, $K$-exclusion, zero range (ZRP). It is remarkable, and has been known e.g., for $K$-exclusion, that product blocking measures even exist in models where the translation-invariant distributions are not of product form. As it turns out the blocking scenario allows us to keep our state space countable for the cases we are interested in, hence construction of dynamics comes cheap using attractiveness. We cite known results in particular cases of models in Section 4. Our treatment in the unifying framework of misanthrope processes adds some novelty compared to the literature. However, it paves the way to the next observation which is genuinely new and interesting.

Second, we demonstrate that blocking measures have a rather rich algebraic structure. In particular, we give a very natural (in the particle systems context) proof of the Jacobi triple product, a central formula in several branches of mathematics which seemingly had little to do with probability so far. Along the way we only use the most classical bits of the field of interacting particle systems, namely ASEP, constant rate zero range, their well-known reversible blocking measures, and a much used transformation that takes one of these models into the other. The job becomes interesting due to the fact that the blocking scenario of ASEP takes place on the whole of $\mathbb{Z}$ with a conserved quantity, while for ZRP one restricts to the half-line $\mathbb{Z}^+$ with an appropriately chosen boundary reservoir at site 1. The conserved quantity of ASEP then requires us to do a full ergodic decomposition of the product measure that arises from the ZRP as it is transformed into ASEP. The fact that a probabilistic proof of a rather involved identity follows from manipulations of the most elementary objects in particle systems came as a pleasant surprise.

We introduce our framework in Section 2, then state and explain our results in Section 3. Several examples that directly fall in the family under consideration are briefly mentioned in Section 4. We then turn to describing the well-known transformation of certain processes into others which are usually outside the misanthrope class we started with. This is done in Section 5 together with examples of models to which our results extend this way. One notable exception is ZRP, which the transformation maps into ASEP, another model we fully cover. This will lead to the proof of the Jacobi triple product in Section 7, following some general proofs in Section 6.

2. The models

The family of models we investigate is closely related to the misanthrope processes introduced by Cocozza-Thivent [12] and further generalized in Tóth and Valkó [28] and in Balázs [5]. The deviation from their original setup is that we shall sometimes restrict the volume from $\mathbb{Z}$ to a half-infinite integer line or to a finite segment, and that in search for reversible product distributions we can relax some assumptions that were required before to obtain certain telescopic properties of the generator.

Given are two, possibly infinite, integers $-\infty \leq \ell \leq \tau \leq \infty$, and our dynamics will take place over the integer one-dimensional lattice $\Lambda := \{i : \ell - 1 < i < \tau + 1\} \subseteq \mathbb{Z}$. The definition of the model also involves two other, possibly infinite, integers $-\infty \leq \omega_{\min} \leq 0 < \omega_{\max} \leq \infty$, and we define $I := \{z : \omega_{\min} - 1 < z < \omega_{\max} + 1\} \subseteq \mathbb{Z}$. The state space $\Omega$ of our process will be a subset of $I^\Lambda$. Special restrictions will be placed to ensure that $\Omega$ stays countable.

To proceed with the definition we introduce the $I^\Lambda \to \mathbb{Z}^+ \cup \{\infty\}$ functions

$$N_p(z) := \sum_{i=\ell}^{0} (z_i - \omega_{\min}) \quad \text{and} \quad N_h(z) := \sum_{i=1}^{\tau} (\omega_{\max} - z_i). \quad (2.1)$$

Notice that when $\omega_{\min} = 0$ and $\omega_{\max} = 1$, as is the case for the asymmetric simple exclusion (ASEP) below, $N_p$ counts the number of particles ($z_i = 1$) on the left of position $\frac{1}{2}$, and $N_h$ the number of holes ($z_i = 0$) right of position $\frac{1}{2}$. On this intuition we call $z_i - \omega_{\min}$ the number of particles (and $\omega_{\max} - z_i$ the number of holes) at site $i$ whenever $\omega_{\min}$ ($\omega_{\max}$, respectively) is finite. Our state space is defined as

$$\Omega := \{z \in I^\Lambda : (\ell > -\infty \text{ or } N_p(z) < \infty) \text{ and } (\tau < \infty \text{ or } N_h(z) < \infty)\}. \quad (2.2)$$

In words, if the volume $\Lambda$ is infinite to the left ($\ell = -\infty$) then we restrict $\omega_{\min} > -\infty$ and the state space can only have finitely many particles on the left of position $\frac{1}{2}$. The interpretation is similar with restricting $\omega_{\max}$ and the number
of holes on the right of $\ell$ when $r = \infty$. Even when $\ell = -\infty$ ($r = \infty$), partitioning w.r.t. finite $\min\{i : z_i \neq \omega^{\min}\}$ and $\max_{i \leq 0}(z_i - \omega^{\min})$ ($\max\{i : z_i \neq \omega^{\max}\}$ and $\max_{i > 0}(\omega^{\max} - z_i)$, respectively), we see that $\Omega$ is indeed countable.

We define our Markovian evolution in one, two or three pieces, depending on finiteness of $\ell$ and $r$. Define the possible jumps

$$
(z^{i,j})_k := \begin{cases} 
z_k, & \text{if } k \neq i, j, 
\z_i - 1, & \text{if } k = i, 
\z_j + 1, & \text{if } k = j 
\end{cases}
$$

for $k \in \Lambda$. Notice that this definition makes sense even if $i$ or $j$ is not in $\Lambda$, we will use this at the boundaries of $\Lambda$. Fix $p$ and $q : I^2 \to \mathbb{R}^+$ rate functions with

$$
p(\omega^{\min}, \cdot) \equiv p(\cdot, \omega^{\max}) \equiv q(\omega^{\max}, \cdot) \equiv q(\cdot, \omega^{\min}) \equiv 0
$$

whenever $\omega^{\min}$ (respectively, $\omega^{\max}$) is finite; further restrictions on these rates will apply. The bulk part of the dynamics takes place inside $\Lambda$, and is governed by the generator

$$
(L^{\text{bulk}} \varphi)(\z) := \sum_{i=\ell}^{r-1} \left[ p(z_i, z_{i+1}) \cdot (\varphi(z^{i,i+1}) - \varphi(\z)) + q(z_i, z_{i+1}) \cdot (\varphi(z^{i+1,i}) - \varphi(\z)) \right].
$$

Notice that the sum is finite for any $\z \in \Omega$, hence no restriction is needed on the function $\varphi : \Omega \to \mathbb{R}$.

When $\ell > -\infty$, we define the left boundary rates $p_\ell$ and $q_\ell : I \to \mathbb{R}^+$ with

$$
q_\ell(\omega^{\min}) = 0, \quad \text{and} \quad p_\ell(\omega^{\max}) = 0 \quad \text{if } \omega^{\max} < \infty,
$$

and the left boundary generator

$$
(L^\ell \varphi)(\z) := p_\ell(z_\ell) \cdot (\varphi(z^{\ell-1,\ell}) - \varphi(\z)) + q_\ell(z_\ell) \cdot (\varphi(z^{\ell,\ell-1}) - \varphi(\z)).
$$

When $\ell = -\infty$ we simply take $L^\ell \equiv 0$.

Similarly, when $r < \infty$, we define the right boundary rates $p_r$ and $q_r : I \to \mathbb{R}^+$ with

$$
q_r(\omega^{\max}) = 0, \quad \text{and} \quad p_r(\omega^{\min}) = 0 \quad \text{if } \omega^{\min} > -\infty,
$$

and the right boundary generator

$$
(L^r \varphi)(\z) := p_r(z_r) \cdot (\varphi(z^{r-1,r}) - \varphi(\z)) + q_r(z_r) \cdot (\varphi(z^{r+1,r}) - \varphi(\z)).
$$

When $r = \infty$ we just take $L^r \equiv 0$.

The boundary generators describe the interaction of the process with reservoirs at positions (if finite) $\ell - 1$ and $r + 1$. The full dynamics of the process is given by the generator $L = L^{\text{bulk}} + L^\ell + L^r$.

Next we describe further restrictions on the jump rates. These closely follow [28] and [5], except for the order of triple sums condition and the symmetry of the function $s$ further below, which they have but we do not need here. We assume attractivity of the process: whenever $y, z, z + 1 \in I$,

$$
p(z + 1, y) \geq p(z, y), \quad q(y, z + 1) \geq q(y, z),
\text{ } p(y, z + 1) \leq p(y, z), \quad q(z + 1, y) \leq q(z, y),
\text{ } p_\ell(z + 1) \leq p_\ell(z), \quad q_\ell(z + 1) \geq q_\ell(z),
\text{ } p_r(z + 1) \geq p_r(z), \quad q_r(z + 1) \leq q_r(z).
$$

As the next lemma shows, these assumptions allow us to construct our processes in great generality, and will also be useful when formulating the stationary marginals later.
Lemma 2.1. The dynamics with the assumptions so far is well defined and keeps the countable state space $\Omega$ for all times.

Next we discuss irreducibility of the state space $\Omega$. To this order, the next assumption we make is except for (2.3), (2.4) and (2.5), all jump rates $p$, $q$, $p_\ell$, $q_\ell$, $p_r$, $q_r$ are non-zero.

Naturally, our reversible dynamics can be cut anywhere by a freezing boundary condition, but we are not interested in these cases here, hence the assumption for the boundary rates.

If either $\ell$ or $r$ is finite, then the boundary can add or remove an arbitrary number of particles and $\Omega$ is irreducible.

An interesting phenomenon occurs, however, when both $\ell$ and $r$ are infinite and we have no boundaries. Recall (2.1) and define the $\Omega \to \mathbb{Z}$ function $N(z) := N_h(z) - N_p(z)$.

As already observed by Liggett [21] for ASEP, this quantity is conserved by the dynamics. To see this notice that $N$ could only change by a particle jumping from 0 to 1 or from 1 to 0. In both cases $N_h$ and $N_p$ change by the same amount ($\pm 1$). Hence in this doubly infinite-volume case we set

$$\Omega^n := \{ z \in \Omega : N(z) = n \}$$

for $n \in \mathbb{Z}$, and notice that these are precisely the closed irreducible components for the dynamics on $\Omega$.

Finally, to prepare for product blocking measures, we impose further restrictions on the rates $p$ and $q$. We assume the existence of reals $\frac{1}{2} < p = 1 - q \leq 1$, a function $f : I \to \mathbb{R}^+$ with $f(\omega_{\min}) = 0$ if $\omega_{\min}$ is finite, and a function $s : I \times I \to \mathbb{R}^+$ with which the bulk jump rates take the form

$$p(y, z) = p \cdot s(y, z + 1) \cdot f(y) \quad \text{and} \quad q(y, z) = q \cdot s(y + 1, z) \cdot f(z).$$

In fact here we slightly extended the domain of $s$ by $s(\omega_{\max} + 1, \cdot) = s(\cdot, \omega_{\max} + 1) = 0$ if $\omega_{\max}$ is finite. Attractivity implies that $s$ is non-increasing in each of its variables, and $f$ is non-decreasing. We also assume that $f$ is such that the open interval $(\theta_{\min}, \theta_{\max})$, to be defined below, is non-empty. E.g, $f$ cannot be the constant function across the whole of $I$: $-\infty \leq \inf_{z \in I} f(z) < \sup_{z \in I} f(z) \leq \infty$ when $\omega_{\min} = -\infty$ and $\omega_{\max} = \infty$.

We give numerous examples of models in Section 4.

3. Results

Following Cocozza-Thivent [12], Tóth and Valkó [28], and Balázs [5], we fix

$$\theta_{\min} := \begin{cases} -\infty, & \text{if } \omega_{\min} > -\infty, \\ \lim_{z \to -\infty} \ln f(z), & \text{if } \omega_{\min} = -\infty, \end{cases}$$

$$\theta_{\max} := \begin{cases} \infty, & \text{if } \omega_{\max} < \infty, \\ \lim_{z \to \infty} \ln f(z), & \text{if } \omega_{\max} = \infty. \end{cases}$$

(3.1)

For $z \in I$ we abbreviate

$$f(z)! := \begin{cases} \prod_{y=1}^{z} f(z), & \text{for } z > 0, \\ 1, & \text{for } z = 0, \text{ so that } f(z)! = f(z) \cdot f(z-1)!, \\ \prod_{w=1}^{n} f(z), & \text{for } z < 0, \end{cases}$$

Define, for $\theta_{\min} < \theta < \theta_{\max}$ the distribution

$$\mu^{\theta}(z) := \frac{1}{Z(\theta)} \cdot \frac{e^{\theta z}}{f(z)!},$$

(3.2)
with normalization

\[ Z(\theta) = \sum_{y \in I} \frac{e^{\theta y}}{f(y)!} < \infty. \]

Set \( \theta_{\text{min}} < c < \theta_{\text{max}}, \) recall \( p > q, \) and define

\[ \theta_i = c + i \cdot (\ln p - \ln q) \quad (i \in \mathbb{Z}), \]
\[ \mu_i = \mu^{\theta_i}, \quad \text{if } \theta_{\text{min}} < \theta_i < \theta_{\text{max}}. \]  

(3.3)

**Theorem 3.1.** Suppose \( \Lambda \) is such that \( \theta_{\text{min}} < \theta_i < \theta_{\text{max}} \) for all \( i \in \Lambda. \) If \( \ell > -\infty, \) suppose \( p_\ell \) and \( q_\ell \) satisfy

\[ \frac{q_\ell(z + 1)}{p_\ell(z)} = \frac{f(z + 1)}{e^{\theta_\ell}}, \quad \omega_{\text{max}} \neq z \in I. \]  

(3.4)

If \( \tau < \infty, \) suppose \( p_\tau \) and \( q_\tau \) satisfy

\[ \frac{p_\tau(z + 1)}{q_\tau(z)} = \frac{f(z + 1)}{e^{\theta_\tau}}, \quad \omega_{\text{max}} \neq z \in I. \]  

(3.5)

Then the product distribution

\[ \mu_c := \bigotimes_{i \in \Lambda} \mu_i \]  

(3.6)

is reversible stationary for the process on the countable state space \( \Omega. \)

**Remark 3.2.** When \( \theta_{\text{max}} < \infty, \) (3.3) forces \( \tau < \infty \) in order for the process to have the above product stationary distribution. Similarly, \( \theta_{\text{min}} > -\infty \) requires \( \ell > -\infty. \)

In these cases a natural choice would be \( p_\ell(y) = \lim_{y \to -\infty} p(y, z) \) and \( q_\ell(y) = \lim_{y \to -\infty} q(y, z), \) and similarly \( p_\tau(z) = \lim_{y \to -\infty} p(y, z) \) and \( q_\tau(z) = \lim_{y \to -\infty} q(y, z). \) In the respective cases these limits always exist and are finite due to monotonicity of \( s \) and the respective limit conditions (3.1). However, they could be zero which we excluded for the boundary rates for irreducibility considerations. In this case this natural choice will not work. If the limits are non-zero, the assumptions (3.4) and (3.5) for these choices to work simply become that \( \theta_{\text{max}} \) or \( \theta_{\text{min}} \), respectively, become part of the arithmetic sequence (3.3). When both \( \ell \) and \( \tau \) are finite, an arithmetic condition with increment \( \ln p - \ln q \) will decide whether this is simultaneously possible on both boundaries. If it all works out, then formally the boundaries can be thought of as infinitely many particles at site \( \tau + 1 \) and negative infinitely many particles at site \( \ell - 1. \)

If either \( \ell \) or \( \tau \) is finite, then the process is irreducible, and it follows from general Markov chain theory that the above distribution is the unique stationary distribution of the process (see e.g., Liggett [22], Chapter 2.6). When both \( \ell \) and \( \tau \) are infinite, the state space separates into the disjoint union of its irreducible components \( \Omega^\ell \) (2.6). In this case, define the conditional distribution

\[ \nu_n := \mu_c(\cdot | N(\cdot) = n). \]

**Lemma 3.3.** When both \( \ell \) and \( \tau \) are infinite, the distributions \( \nu_n \) are well defined for every \( n \in \mathbb{Z} \) and \( \theta_{\text{min}} < c < \theta_{\text{max}}, \) and do not depend on the value of \( c. \)

This is not very surprising as both \( c \) and \( n \) are directly related to shifts of configurations. To see this, change \( c \) by integer amounts of \( \ln p - \ln q \) in (3.3), and see (6.4) later on for \( \nu_n. \)

Notice that \( \nu_n \) arises by conditioning a reversible stationary distribution of a countable Markov chain on one of its irreducible components \( \Omega^\ell. \) The next statement therefore follows.
Corollary 3.4. When both $\ell$ and $\tau$ are infinite, the distribution $\nu^n$ is the unique stationary distribution for the process on $\Omega^n$, and it is reversible.

The proof of the above theorem will consist of a simple calculation. Formally, that calculation works out in cases not covered by this work. Namely, there are models with $\theta^\text{min} = -\infty$ (or $\theta^\text{max} = \infty$) and $\omega^\text{min} = -\infty$ (or $\omega^\text{max} = \infty$, respectively). In these models, we could let $\ell = -\infty$ (or $\tau = \infty$, respectively), and the formal proof will still work out. However, this would lead to an uncountable state space with unbounded densities (i.e., expected particle numbers per site). We conjecture that under suitable assumptions the construction of the dynamics can be established to validate the existence of the product stationary blocking measures (3.6), but this is left for future work.

There are several models in the literature, see e.g., $q$-ASEP and KLS in Section 5 with $\omega^\text{min} = 0$ and $\omega^\text{max} = 1$. Most of these are not covered directly by the above assumptions as the jump rates depend on more than the occupation of the departure and arrival sites of the jump. However, we introduce the stand-up transformation in Section 5, which maps some of these models to one for which all our results apply. Hence the distributions $\mu^c$ or $\nu^n$ have direct relevance for such models as well.

One notable exemption is the ASEP. Both ASEP itself, and its stand-up version, the zero range process are fully covered by the above. As it turns out, comparing the unique stationary distributions that result gives a new proof of

Theorem 3.5 (Jacobi triple product (for some reals)). Let $0 < X < 1$ and $Y \neq 0$ be reals. Then

$$\prod_{i=1}^{\infty} \left(1 - X^{2i}\right) \left(1 + X^{2i-1}Y^2\right) \left(1 + \frac{X^{2i-1}}{Y^2}\right) = \sum_{j=-\infty}^{\infty} X^j Y^{2j}. \quad (3.7)$$

We will prove this statement in Section 7, but note that it holds for any complex numbers $X$, $Y$ with $|X| < 1$ and $Y \neq 0$.

That Jacobi’s triple product appears very naturally in the context of the two most classical interacting particle systems is somewhat surprising. This identity arises in various areas of mathematics, and has various proofs mostly using number theoretic arguments, see e.g., Wilf [29], Gasper and Rahman [16], or Andrews [2]. It also appears in a combinatoric context, we refer to the survey of Pak [24]. Probabilistic arguments do not seem common in connection with this identity. Kemp [19] uses it with some special statistical distributions, Ostrovsky [23] with Barnes distributions, and Ismail [17] in connection with special queuing systems. Recently similar summation formulas have also appeared in exactly solvable particle systems (Corwin [13], Borodin, Corwin and Sasamoto [9]).

The rest of this article introduces several examples in Section 4 on which our results apply, and a few models in Section 5 which are not directly covered but can be transformed to nevertheless enjoy the results. We then turn to proving the statements, first in general in Section 6, then concentrating on the finite $N$ case in Section 7.

4. Models we directly cover

We give several examples for which our results apply. We also refer to results in the literature, where available.

4.1. Asymmetric simple exclusion

The asymmetric simple exclusion (ASEP) is obtained by the choices $\omega^\text{min} = 0$, $\omega^\text{max} = 1$, $s(y, z) = \mathbb{1}\{y \leq 1, z \leq 1\}$, and $f(y) = y$. Since $I$ is finite, $\theta^\text{min} = -\infty$ and $\theta^\text{max} = \infty$, and product blocking measures exist on the whole of $\mathbb{Z}$. The marginals (3.2) become Bernoulli($\theta_i$) with $\theta_i = \frac{e^{\ell_i}}{1 + e^{\ell_i}} = \frac{e^{e^{\ell_i}/2}}{1 + e^{e^{\ell_i}/2}}$. Setting $\theta_i$ constant across the lattice results in translation-invariant non-reversible product stationary distributions.

Blocking measures in ASEP have been well known for a long time (Liggett [21]), and have been used (e.g., Ferrari, Kipnis and Saada [14]). When the nearest neighbor assumption is dropped, the picture becomes highly nontrivial, see e.g., Ferrari, Lebowitz and Speer [15], Bramson and Mountford [11], and Bramson, Liggett and Mountford [10]. We do not consider this case here.
4.2. Asymmetric $K$-exclusion

This model is obtained by fixing a $K \geq 2$ integer, and generalizing the ASEP to $\omega_{\min} = 0$ and $\omega_{\max} = K$, $s(y, z) = \mathbb{1}[y \leq K, z \leq K]$, $f(y) = 1[y \geq 1]$. Again, $\theta_{\min} = -\infty$ and $\theta_{\max} = \infty$, and we obtain product reversible blocking measures on the whole of $\mathbb{Z}$, with truncated Geometric marginals. These have been known for $K$-exclusion before.

In contrast to the blocking situation, the product measure of marginals (3.2) is not stationary if $\theta_i$ is kept constant across the lattice. The structure of translation-invariant stationary distributions is unknown, in fact even the existence of extremal stationary and translation-invariant measures for all densities between 0 and $K$ is not established. Nevertheless, there are strong hydrodynamic results by Seppäläinen [26,27], and Bahadoran, Guiol, Ravishankar and Saada [3,4].

4.3. Asymmetric rate one zero range process

Zero range processes are obtained by the choices $\omega_{\min} = 0$, $\omega_{\max} = \infty$, $s(y, z) = 1$, and $f$ any non-decreasing function with $f(0) = 0$, $f(y) > 0$ for $y > 0$. Construction (up to bounded increment $f$’s) and discussion of the stationary distributions can be found in Liggett [20] and Andjel [1], this was later partially extended for faster growing $f$’s by Balázs, Seppäläinen, Sethuraman and Rassoul-Agha [7]. We remark that in our countable state space $\Omega$ no restriction (other than attractiveness) is needed on $f$ to construct the zero range dynamics.

The most common choice for the rate function is $f(y) = \mathbb{1}[y > 0]$, we refer to this as the rate one zero range process. The marginals (3.2) become Geometric with parameters $\alpha_i = 1 - e^{\theta_i}$. The bounds (3.1) become $\theta^{\min} = -\infty$, $\theta^{\max} = 0$, which forces $\tau < \infty$ by Remark 3.2, while the volume $\Lambda$ can be kept half-infinite to the left.

4.4. Asymmetric independent walkers

This is a variant of zero range with $f(y) = y$. Here particles jump independently of each other, and the marginals (3.2) become Poisson. As $\theta^{\min} = -\infty$ and $\theta^{\max} = \infty$, (3.3) does not impose restrictions on $\ell$ or $\tau$. However, as $\omega_{\max} = \infty$, our assumption (2.2) does not allow $\tau = \infty$ as this would imply an uncountable state space, see the remark after Corollary 3.4.

4.5. Asymmetric $q$-zero range process

For later purposes we emphasize yet another special choice of zero range processes: $f(y) = 1 - \hat{q}^y$ with a parameter $0 \leq \hat{q} < 1$. (This parameter has nothing to do with the asymmetry $q = 1 - p$.) The totally asymmetric version $p = 1 - q = 1$ of this process was considered in Balázs, Komjáthy and Seppäläinen [6]. We again have $\tau < \infty$ by Remark 3.2.

4.6. An asymmetric are-you-alone process

Again for later purposes we now consider a very particular choice. Let $\omega_{\min} = 0$, $\omega_{\max} = \infty$, fix $|\delta| \leq \varepsilon < 1$ parameters, and abbreviate by $\geq z$ any integer at least $z$ in the arguments below:

\[
s(1, 1) := \frac{1 - \delta}{1 - \varepsilon}, \quad s(1, \geq 2) = s(\geq 2, 1) := 1, \quad s(\geq 2, \geq 2) := \frac{1 + \delta}{1 + \varepsilon},
\]

\[
f(0) := 0, \quad f(1) := 1 - \varepsilon, \quad f(\geq 2) := 1 + \varepsilon.
\]

These result in

\[
p(1, 0) = p \cdot (1 - \delta), \quad q(0, 1) = q \cdot (1 - \delta),
\]

\[
p(1, \geq 2) = p \cdot (1 - \varepsilon), \quad q(\geq 2, 1) = q \cdot (1 - \varepsilon),
\]

\[
p(\geq 2, 0) = p \cdot (1 + \varepsilon), \quad q(0, \geq 2) = q \cdot (1 + \varepsilon),
\]

\[
p(\geq 2, \geq 2) = p \cdot (1 + \delta), \quad q(\geq 1, \geq 2) = q \cdot (1 + \delta),
\]
blocking measures and zero in all other cases. the rates are only sensitive to no particles, a lonely particle, or at least two particles on sites, and the resulting marginals (3.2) are distorted geometric. for this model θ_{min} = -∞ but θ_{max} < ∞ hence τ < ∞ is required. we remark that, besides theorem 3.1 showing the structure of product blocking measures, keeping θ_i constant across \( Z \) results in translation-invariant product stationary distributions.

4.7. asymmetric bricklayers

we finish the line of examples on which our results apply directly by a natural model with \( \omega_{\min} = -\infty \) and \( \omega_{\max} = \infty \).

set any non-decreasing (and non-constant) function \( f: \mathbb{Z} \to \mathbb{R}^+ \) with the property that \( f(z) \cdot f(1-z) = 1 \) for all \( z \in \mathbb{Z} \). let \( s(y,z) = 1 + \frac{1}{f(y)f(z)} \). then

\[
p(y,z) = p( f(y) + f(-z) ), \quad q(y,z) = q( f(-y) + f(z) ).
\]

a natural choice is \( f(z) = e^{\beta(z-\frac{1}{2})} \), in which case \( \omega_{\min} = -\infty \) and \( \theta_{\max} = \infty \). as explained after corollary 3.4, we restrict both \( \ell > -\infty \) and \( r < \infty \) for countability reasons, but conjecture that existence of the dynamics and product blocking measures on doubly infinite volumes \( \Lambda \) should hold without such restrictions. construction of this model in the translation-invariant case was also carried out in balázs, seppäläinen, Sethuraman and rassoul-aga\h [7].

5. models we first stand up and then cover

we now explain how a simple combinatorial transformation extends our results to models which are not directly covered by the assumptions we made on the dynamics. this is also an important step in our probabilistic proof of the Jacobi triple product. in this section we consider models \( \omega(t) \in \Omega \) with \( \omega_{\min} = 0, \omega_{\max} = \infty, \theta_{\min} = -\infty, \theta_{\max} < \infty, \ell = -\infty \) and \( r = 0 \). we set

\[
\theta_i = \theta_{\max} + (i - 1) \cdot (\ln p - \ln q) \quad (i \leq 0),
\]

and on the right boundary

\[
p_r(y) = \lim_{z \to \infty} p(y,z), \quad q_r(y) = \lim_{z \to \infty} q(y,z).
\]

we also assume that these limits are non-zero for all \( y > 0 \), see the remark after theorem 3.1. notice that we have \( N_p(z) < \infty \) for \( z \in \Omega \) under this setup.

next we construct another particle system \( \eta(t) \) from \( \omega(t) \) and a fixed integer \( n \). this is done by defining the lay-down operation \( \mathcal{L}^n : \Omega \to \{0,1\}^\mathbb{Z} : z \mapsto \eta \), where \( \eta \) is defined as follows. set

\[
r_0(z) = n - N_p(z) + 1, \quad \text{and} \quad r_{i+1}(z) = r_i + z_{-i}(z) + 1 \quad (i \geq 0)
\]

and

\[
(\mathcal{L}^n(z))_k = a_k = \begin{cases} 1, & \text{if } k = r_i(z) \text{ for some } i \geq 0, \\ 0, & \text{otherwise}. \end{cases}
\]

in words, the configuration \( \mathcal{L}^n(z) \) has a leftmost particle at position \( n - N_p(z) + 1 \), and gap sizes equal to particle numbers on consecutive sites (from right to left) of \( z \) (laying \( z \) down). figure 1 demonstrates \( \mathcal{L}^n(z) \) and how the original \( z_i \) variables appear, it is assumed that no particles are present left of what we see.

![Fig. 1. The configuration \( \mathcal{L}^n(z) \). The arrow indicates the move \( z \to z^{3,-2} \) or equivalently \( r_3 \to r_3 + 1 \).](image-url)
Lemma 5.1. The function $L^n$ is actually a bijection from $\Omega$ to
\[ H^n := \{ a \in \{0, 1\}^\mathbb{Z} : N(a) = n \}. \] (5.3)

Its inverse, the stand-up operation $U$ is given by the following procedure. First, find the leftmost particle in $a \in H^n$:
\[ R_0(a) = \min \{ k : a_k = 1 \}, \]
which is finite by $N(a) = n > -\infty$. Then set recursively
\[ R_{i+1}(a) = \min \{ k > R_i(a) : a_k = 1 \} \quad (i \geq 0). \]
Finally, let
\[ (U(a))_i = R_{1-i}(a) - R_{-i}(a) - 1 \quad (i \leq 0). \]

We postpone the proof to Section 7.

We now trace how individual moves of the process $\omega(t)$ happen in $\eta(t) := L^n(\omega(t))$. A possible step $\omega \to \omega^{1,0}$ can happen on the right boundary, which simply decreases $\omega_0$ by one. This step happens with rate $p_\epsilon(\omega_0)$, and the result is a decrease of $N_{\epsilon}(\omega)$ by one. This moves the leftmost particle of $\eta, r_0$ to the right by one while nothing else moves in $\eta$. The step $\omega \to \omega^{1,0}$ with rate $q_\epsilon(\omega_0)$ has the reverse effect. Other steps are of the form $\omega \to \omega^{i,i+1}$ for $i > 0$, happening with rate $p(\omega_{-i}, \omega_{-i+1})$, or the reverse $\omega \to \omega^{-i+1,-i}$, with rate $q(\omega_{-i}, \omega_{-i+1})$. These do not affect $N_{\epsilon}(\omega)$, and simply move the $i$th particle of $\eta, r_i$ by one step to the right or left, respectively. One such step is indicated in Figure 1. This way an interacting particle system $\eta(t)$ is constructed, and picking $\omega$ in its unique blocking measure, $\eta \in H^n$ is also automatically in a stationary blocking distribution.

5.1. Asymmetric simple exclusion

If $\omega(t)$ is the rate one zero range process of Section 4.3, then its laid-down version $\eta(t) := L^n(\omega(t))$ is ASEP on $\mathbb{Z}$ with the same asymmetry parameters $p = 1 - q$. This will enable us to proceed to the Jacobi triple product in Section 7.

5.2. Asymmetric $q$-simple exclusion

The laid-down of the asymmetric $q$-ZRP in Section 4.5 is the $q$-ASEP, hence a blocking measure follows from our construction on this process. In $q$-ASEP jump rates of particles depend on the distance to the nearest particle in the direction of the jump closing to 1 from below in an exponential manner with base $\hat{q}$. The totally asymmetric version appeared in Borodin and Corwin [8].

5.3. Asymmetric Katz–Lebowitz–Spohn process

The laid-down of the are-you-alone process of Section 4.6 is the Katz-Lebowitz-Spohn process in one dimension [18]. Here particles repel each other when they are nearest neighbors i.e., jumping from a neighboring particle to an empty site with no neighbors happens with rates $p(1 + \delta)$ and $q(1 + \delta)$, while jumping from one with no neighbors to an empty site with a neighbor occurs with rates $p(1 - \epsilon)$ and $q(1 - \epsilon)$. The parameter $\delta$ can also tune the rates when the jump happens between two sites with no neighbors ($p(1 + \delta)$ and $q(1 + \delta)$) or between two sites with neighbors ($p(1 - \delta)$ and $q(1 - \delta)$). Blocking measures of independent inter-particle distances follow. See Zia [30] for a review on this process. The correspondence with the are-you-alone process appeared in Rákos [25].

6. General proofs

We start with showing that under the attractivity conditions the dynamics is well-defined.
Proof of Lemma 2.1. We emphasize again that by construction our state space is countable. Hence we can directly apply the theory of countable Markov chains without the need of using heavy analytic tools like semigroup and generator machinery. In particular, we do not need to look at Feller property; our processes indeed might fail to be Feller (using the discrete topology of the countable state space) with attractivity being the only assumption on the jump rates. Nevertheless the infinitesimal description gives a unique definition of the Markov process as soon as one demonstrates that the rates are non-explosive, see [22], Chapter 2.5. Hence we turn to proving this using the attractivity assumption only.

- When both $\omega^{\max}$ and $\omega^{\min}$ are finite, then the jump rates are uniformly bounded and no explosion can occur.
- When both are infinite, by (2.2) and (2.1) both $\ell$ and $\tau$ are finite. If $\tau = 0 = \ell$, then our process is a two-sided birth and death process with decreasing birth rates towards positive values and decreasing death rates towards negative values, and no explosion can occur. Otherwise, without loss of generality, we assume $\tau > 0$, and for the process $\omega(t)$ evolving according to the above dynamics, define the height function initially by

$$h_\frac{1}{2}(0) := 0; \quad h_{k+\frac{1}{2}}(0) := \begin{cases} h_{\frac{1}{2}}(0) + \sum_{i=k+1}^{0} \omega_i(0), & \text{for } \ell - 1 \leq k < 0, \\ h_{\frac{1}{2}}(0) - \sum_{i=1}^{k} \omega_i(0), & \text{for } 0 < k \leq \tau. \end{cases}$$

Increasing $h_{k+\frac{1}{2}}$ by one for a $\omega \to \omega^{k+1,k}$ jump and decreasing it for a $\omega \to \omega^{k+1,k}$ jump (including the boundary jumps!) will then keep the above display for all later times $t$. Now notice that $\max_{\ell-1 \leq k \leq \tau} h_{k+\frac{1}{2}}(t)$ increases by rates bounded by $(\tau - \ell) \cdot p(0,0) + q_i(0) + p_i(0)$ and similarly, $\min_{\ell \leq k < \tau} h_{k+\frac{1}{2}}(t)$ decreases by rates bounded by $(\tau - \ell) \cdot q(0,0) + p_\ell(0) + q_\ell(0)$, again no explosion can occur.

- When $\omega^{\max} = \infty$ but $\omega^{\min}$ is finite, then $\tau < \infty$, and the total number of particles, $\sum_{i=\ell}^{\tau} \omega_i(t)$ starts with a finite value at time zero. It can only increase at the boundary (or boundaries, if $\ell > -\infty$) with rate at most $q_i(\omega_i(t)) \leq q_i(\omega^{\min})$ (or also $p_i(\omega_i(t)) \leq p_i(\omega^{\min})$, if $\ell > -\infty$), and again no explosion can occur. The case $\omega^{\max} = -\infty$ and $\omega^{\max}$ finite is handled similarly.

$$\square$$

Next we prove the stationarity result for the distribution $\mu^c$.

Proof of Theorem 3.1. The statement has two main parts. First, the measure $\mu^c$ is concentrated on $\Omega$ and second, it is stationary and reversible for our dynamics.

For the first part, the interesting case is when $\ell = -\infty$ or $\tau = \infty$. In these cases $\omega^{\min}$ or $\omega^{\max}$, respectively, are finite and we need to show that $N_\rho$ or $N_\theta$, respectively, are $\mu^c$-a.s. finite. For finite $\omega^{\min}$ or $\omega^{\max}$ the marginal (3.2) can be rewritten into, respectively,

$$\mu^c(z) = \frac{e^{\theta \omega^{\min} - z}}{\sum_{y \in I} e^{\theta(y - \omega^{\min})}/f(y)!} = \frac{e^{\theta \omega^{\min} - z}}{\sum_{y \in I} e^{\theta \omega^{\min} - y}/f(y)!}.$$

(6.1)

We show that for $\ell = -\infty$ and $\omega^{\min} > -\infty$, $N_\rho$ is $\mu^c$-a.s. finite, the case $\tau = \infty$ and $\omega^{\max} < \infty$ is very similar. Define $A_i, i \leq 0$, as the event that there is a particle at position $i$:

$$A_i := \{z: z_i \neq \omega^{\min}\}.$$ 

Then

$$\mu^c[A_i] = \frac{\sum_{z = \omega^{\min} + 1}^{\omega^{\max}} e^{\theta \omega^{\min} - z}/f(z)!}{\sum_{y \in I} e^{\theta \omega^{\min} - y}/f(y)!} = \frac{e^{\theta \omega^{\min} - z}}{f(\omega^{\min})} \sum_{y = \omega^{\min}}^{\omega^{\max} - 1} e^{\theta \omega^{\min} - y}/f(y)! \leq \frac{e^{\theta \omega^{\min} - z}}{f(\omega^{\min})}.$$
With the choices (3.3) this is summable for \( i \leq 0 \), hence Borel-Cantelli ensures \( \mu^c \)-a.s. finitely many occurrence of the \( A_i \)'s which implies \( \mu^c \)-a.s. finiteness of \( N_p \).

We now turn to proving reversibility of \( \mu^c \) w.r.t. the dynamics (notice that this implies stationarity as well for any Markov chain). First notice that \( \mu^c(z) \neq 0 \) for any \( z \in \Omega \). The generators \( L^c \) (when \( \ell > -\infty \)) and \( L^c \) (when \( \ell < \infty \)), and each summand in \( L^c \) describe disjoint moves and their inverses, and reversibility follows from

\[
\mu^c(z) p(z) = \mu^c(z) p(x) q(x) q(z) = \mu^c(z) p(x) q(z) q(x) = \mu^c(x) p(z) q(x) q(z).
\]

This implies stationarity as well for any Markov chain. Next, separating the factors with

\[
\mu^c(z) p(z) = \mu^c(z) p(z) q(z) = \mu^c(z) p(z) q(z) = \mu^c(z) p(z) q(z).
\]

We proceed with investigating the doubly infinite volume case and the conditional distributions \( v^n \).

**Proof of Lemma 3.3.** That the conditional distribution is well defined follows from the fact that \( \mu^c \) is positive for all states in \( \Omega \), hence the condition is non-degenerate. Using the two forms (6.1) of the marginals, and (3.3), any state \( z \) with \( N(z) = n \) has

\[
v^n(z) = \frac{\prod_{i < 0} e^{(c + (\ln p - \ln q))(\zeta_i - \omega_{\min})} f(\zeta_i!)}{\prod_{i < 0} e^{(c + (\ln p - \ln q))(\zeta_i - \omega_{\min})} f(\zeta_i!)}
\]

Notice that the products are finite, hence in this form the denominators in (6.1) are also finite and could already be cancelled. Next, separating the factors with \( c \) in them gives \( e^{-cN(z)} \) in the numerator, and \( e^{-cN(\bar{z})} \) in each term of the sum in the denominator. Since both are \( e^{-cn} \), they cancel out from \( v^n(z) \).

We now start preparing the proof of Lemma 5.1 while keeping general finite \( \omega_{\min} \) and \( \omega_{\max} \) for the rest of this section. Define the shift by an integer \( j \) as

\[
(\tau^j z)_i := z_{i+j}, \quad \text{and abbreviate} \quad \tau := \tau^1.
\]

Then a simple calculation gives

\[
N(\tau z) = \sum_{i=1}^{\infty} (\omega_{\max} - z_{i+1}) - \sum_{i=-\infty}^{0} (z_{i+1} - \omega_{\min}) = N(z) - (\omega_{\max} - \omega_{\min}),
\]

and recursively

\[
N(\tau^j z) = N(z) - j \cdot (\omega_{\max} - \omega_{\min}).
\]

To prepare the proof of the Jacobi triple product, we investigate how \( \mu^c \) reacts to shifts, still in the doubly infinite volume case.
Lemma 6.1. For any \( i \in \mathbb{Z} \) and \( \tau \in \Omega \),
\[
\mu^c(\tau^j_z) = \left( \frac{q}{p} \right)^{(\alpha_{\max} - \alpha_{\min})j^2/2 - \tau_j} \cdot e^{(\alpha_{\max} - \alpha_{\min})j} \cdot \mu^c(\tau^j_z).
\]

Proof. The starting point is the finite-product expansion, as seen in (6.2), of \( \mu^c(\tau^j_z) \), where again the normalizations could be cancelled out in this way of writing the products:
\[
\frac{\mu^c(\tau^j_z)}{\mu^c(\tau)} = \left( \prod_{i \leq 0} \frac{e^{(c+i)(\ln p - \ln q) + (\alpha_{\max} - \alpha_{\min})}}{f(\tau^j_i)} \right) \left( \prod_{i > 0} \frac{e^{(c+i)(\ln p - \ln q) + (\alpha_{\max} - \alpha_{\min})}}{f(\tau^j_i)} \right) = e^{(\ln p - \ln q)N(\tau) + c(\alpha_{\max} - \alpha_{\min})} = \left( \frac{p}{q} \right)^{N(\tau) - j(\alpha_{\max} - \alpha_{\min})} \cdot e^{c(\alpha_{\max} - \alpha_{\min})} \cdot \mu^c(\tau^j_z).
\]

Applying this now for \( \tau^j_z \) in combination with (6.4) gives
\[
\mu^c(\tau^{j+1}_z) = \left( \frac{p}{q} \right)^{N(\tau) - j(\alpha_{\max} - \alpha_{\min})} \cdot e^{c(\alpha_{\max} - \alpha_{\min})} \cdot \mu^c(\tau^j_z),
\]
the solution of which, with initial data \( \mu^c(\tau^0_z) = \mu^c(\tau) \), is (6.5).

From now on, Greek quantities will denote random variables distributed according to the measures they are featured in. Formula (6.5) gives partial information on the distribution of \( N(\omega) \) under the measure \( \mu^c \).

Corollary 6.2. For any \( j, n \in \mathbb{Z} \),
\[
\mu^c\{N(\omega) = n - j(\alpha_{\max} - \alpha_{\min})\} = \left( \frac{q}{p} \right)^{(\alpha_{\max} - \alpha_{\min})j^2/2 - n} \cdot e^{c(\alpha_{\max} - \alpha_{\min})j} = \mu^c(\tau^j_z).
\]

Proof. Notice \( \tau^j \) is one-to-one, and recall (6.4).
\[
\mu^c\{N(\omega) = n - j(\alpha_{\max} - \alpha_{\min})\} = \sum_{\tau^j_z : N(z) = n - j(\alpha_{\max} - \alpha_{\min})} \mu^c(z) = \sum_{y : N(y) = n} \mu^c(\tau^j_y) = \left( \frac{q}{p} \right)^{(\alpha_{\max} - \alpha_{\min})j^2/2 - n} \cdot e^{c(\alpha_{\max} - \alpha_{\min})j} \cdot \mu^c(\tau^j_z).
\]

We can now also see how the conditional distributions \( v^m \) react to shifts.

Corollary 6.3. For any \( n, j \in \mathbb{Z} \), and \( z \in \Omega \) with \( N(z) = n \),
\[
v^{n-j(\alpha_{\max} - \alpha_{\min})}(\tau^j_z) = v^m(z).
\]
Proof. Just apply the definitions and the above.

\[ \mathcal{V}^{n-j}(\omega_{\text{max}} - \omega_{\text{min}})(\tau^j z) = \frac{\mu^\ell(\tau^j z)}{\mu^\ell(N(\omega) = n - j(\omega_{\text{max}} - \omega_{\text{min}}))} = \frac{\mu^\ell(z)}{\mu^\ell(N(\omega) = n)} = \mathcal{V}^n(z). \]

\[ \square \]

7. ASEP, ZRP, and the Jacobi triple product

In this section we assume the setup of Section 5 for the state space \( \Omega \) and the model \( \omega(t) \). Recall the definition (5.3), and notice that for \( a \in H^n \) and due to \( \eta_{\text{max}} - \eta_{\text{min}} = 1 - 0 = 1 \) (these now play the role of \( \omega_{\text{max}} \) and \( \omega_{\text{min}} \) in the ASEP \( \eta(t) \)), (6.4) allows to fine tune \( N(\omega) \) in steps of 1 by simply shifting the configuration. Also, for the same reason, Corollaries 6.2 and 6.3 allow recursions of the distribution of \( N(\eta) \) w.r.t. \( \mu^c \) and of \( \mathcal{V}^n \) in steps of 1. This would not work in cases with \( \eta_{\text{max}} - \eta_{\text{min}} > 1 \).

Proof of Lemma 5.1. Pick \( z \in \Omega \) as described in Section 5. From \( N_p(z) < \infty \) it follows that \( \mathcal{L}^n(z) \) has a rightmost hole, on the right of which all sites are occupied by a particle. In other words, both \( N_p(\mathcal{L}^n(z)) \) and \( N_h(\mathcal{L}^n(z)) \) are finite, and we can write

\[ N(\mathcal{L}^n(z)) = N(\tau^{r_0(z)-1} \mathcal{L}^n(z)) + r_0(z) - 1 = \sum_{i=-\infty}^{0} z_i + n - N_p(z) = n \]

by (6.4) and by construction of \( \mathcal{L}^n \). This shows \( \mathcal{L}^n(z) \in H^n \).

Next pick any \( a \in H^n \). Not only \( a \) has a leftmost particle, but it also has a rightmost hole which shows \( (\mathcal{U}(a))_i \neq 0 \) for only a finite number of indices \( i \leq 0 \), in other words \( N_p(\mathcal{U}(a)) < \infty \) and \( \mathcal{U}(a) \in \Omega \).

Finally, \( (\mathcal{U} \circ \mathcal{L}^n)(z) = z \) for all \( z \in \Omega \) follows from the definition, while \( (\mathcal{L}^n \circ \mathcal{U})(a) = a \) for all \( a \in H^n \) comes from the fact that \( \tau \) changes \( N(a) \) by one and, given inter-particle distances for \( (\mathcal{L}^n \circ \mathcal{U})(a) \), the choice \( r_0(\mathcal{U}(a)) = n - N_p(\mathcal{U}(a)) + 1 \) is the only one among possible translations that results in \( N((\mathcal{L}^n \circ \mathcal{U})(a)) = n \) and thus \( (\mathcal{L}^n \circ \mathcal{U})(a) \in H^n \). \( \square \)

We now fully restrict our attention to the case of the rate 1 ZRP of Section 4.3 for \( \omega(t) \), or equivalently ASEP for \( \eta(t) = \mathcal{L}^n(\omega(t)) \). The stationary blocking measures will be denoted by \( \mu \) for ZRP on \( \Omega \) (no constant \( c \) here since the \( \theta_i \)'s are fixed by (5.1)), and by \( \pi^c \) on \( H \) and \( \mathcal{V}^n \) on \( H^n \) for ASEP. The proof of Theorem 3.5 will follow from the ergodic decomposition of \( \pi^c \) into its components \( \mathcal{V}^n \), which we can fully work out due to \( \eta_{\text{max}} = 1 \) and \( \eta_{\text{min}} = 0 \) in \( H \). Then \( \mu \) and \( \pi^c \) can be compared via the functions \( \mathcal{L}^n \) and \( \mathcal{U} \).

Let

\[ K^c := \sum_{j=-\infty}^{\infty} \left( \frac{q}{p} \right)^{j+1} e^{-cj}. \]

For any \( n \in \mathbb{Z} \), Corollary 6.2 gives rise to the discrete Gaussian distribution

\[ \pi^c\{N(\eta) = n\} = \frac{1}{K^c} \left( \frac{q}{p} \right)^{n^2 + n} e^{-cn} \]

by normalization. Also, (6.3) and Corollary 6.3 tell us that \( H \) decomposes into the disjoint union of the irreducible components \( H^n \), and \( \tau \) is the \( \mathcal{V}^n \)-preserving bijection between \( H^n \)'s of consecutive indices. By definition of \( \mathcal{V}^n \), the measure \( \pi^c \) has ergodic decomposition

\[ \pi^c = \sum_{n=-\infty}^{\infty} \pi^c(|N(\eta) = n) \cdot \pi^c\{N(\eta) = n\} = \sum_{n=-\infty}^{\infty} \mathcal{V}^n \cdot \frac{1}{K^c} \left( \frac{q}{p} \right)^{n^2 + n} e^{-cn}. \]
Proof of Theorem 3.5. Fix \( \bar{z} \in \Omega \), and \( n \in \mathbb{Z} \). As discussed in Section 5, the one-to-one map \( \mathcal{L}^n : \Omega \to H^n \) and its inverse \( \mathcal{U} : H^n \to \Omega \) transfer the dynamics of ZRP into that of ASEP and back:

\[
(\mathcal{L}^n(\omega(t)) \mid \omega(0) = \bar{z}) \overset{d}{=} (\eta(t) \mid \eta(0) = \mathcal{L}^n(\bar{z})).
\]

As both ASEP and ZRP have unique stationary distributions \( \nu \) and \( \mu \) by Corollary 3.4 and the remark after Theorem 3.1, it follows that the random variables \( \eta \) and \( \omega \) with these respective distributions satisfy \( \mathcal{L}^n(\omega) \overset{d}{=} \eta \). Therefore,

\[
\mu(\bar{z}) = v^n(\mathcal{L}^n(\bar{z})) = \frac{\pi^c(\mathcal{L}^n(\bar{z}))}{\pi^c(N(\eta) = n)} = K^c\left(\frac{p}{q}\right)^{\frac{1}{2}z_n} e^{cn} \cdot \pi^c(\mathcal{L}^n(\bar{z}))
\]

for any \( \bar{z} \in \Omega \).

We now substitute everything for our specific case of ZRP for \( \mu \). Marginals (3.2) with parameters (5.1) and \( \theta^{\text{max}} = 0 \) become Geometric\((1 - (\frac{p}{q})^{z_i})\) for sites \( i \leq 0 \). Similarly, for \( \pi^c \) the marginals are Bernoulli\((\frac{e^c(z_i)}{1 + e^c(z_i)})\) for sites \( k \in \mathbb{Z} \). This parameter can also be written as \( \frac{e^c(z_i)}{(p^c)^{z_i} + e^c} \). For simplicity we choose

\[
n = N_p(\bar{z}) = \sum_{i=-\infty}^{0} z_i,
\]

other choices would not lead to novelty compared to the calculation seen in Lemma 6.1. This results in \( r_0(\bar{z}) = 1 \) in (5.2). Expanding (7.1) then gives

\[
\left\{ \prod_{i=-\infty}^{0} \left(\frac{p}{q}\right)^{(i-1)z_i} \left(1 - \left(\frac{p}{q}\right)^{i-1}\right) \right\}
\]

\[
= K^c\left(\frac{p}{q}\right)^{\frac{1}{2}z_n} e^{cn} \left\{ \prod_{k=-\infty}^{0} \left(\frac{1}{1 + e^c(\frac{q}{p})^k}\right) \right\} \prod_{i=-\infty}^{0} \left(\frac{e^c}{1 + e^c(\frac{q}{p})^k}\right) \prod_{i=-\infty}^{r_{-i} - 1} \left(\frac{q}{p}\right)^{r_{-i}} + e^c \prod_{k=r_{-i} + 1}^{\infty} \left(\frac{q}{p}\right)^{r_{-i}} + e^c
\]

with \( r_{-i} = r_{i-1}(\bar{z}) \) of (5.2).

We now consider the special case \( z_i = 0 \) for each \( i \leq 0 \). Then \( n = 0 \) and \( r_{-i} = 1 - i \), and the above becomes, with some changes of signs of indices,

\[
\prod_{i=0}^{\infty} \left(1 - \left(\frac{q}{p}\right)^{i+1}\right) = K^c\left\{ \prod_{k=0}^{\infty} \left(\frac{1}{1 + e^c(\frac{q}{p})^k}\right) \right\} \prod_{i=0}^{\infty} \left(\frac{e^c}{1 + e^c(\frac{q}{p})^k}\right) e^c
\]

We now re-arrange the products on the right hand-side into the left hand-side and conclude

\[
\prod_{i=1}^{\infty} \left(1 - \left(\frac{q}{p}\right)^i\right) \left(1 + e^c(\frac{q}{p})^{i-1}\right) \left(1 + e^{-c}(\frac{q}{p})^i\right) = K^c \sum_{j=-\infty}^{\infty} \left(\frac{q}{p}\right)^{j^2 + j} e^{-cj}.
\]

Substitute \( X = \sqrt{\frac{q}{p}} \in (0, 1) \) and \( Y^2 = e^{-c}(\frac{q}{p})^{\frac{1}{2}} > 0 \) to obtain (3.7). \( \square \)

We remark that many of the formulas in this proof, as well as the Jacobi triple product can naturally be reformulated in terms of the \( q \)-Pochhammer symbols or \( q \)-shifted factorials, see e.g., Gasper and Rahman [16], or Borodin and Corwin [8] and references therein for definitions and identities of \( q \)-deformations of classical functions.

It seems tempting to try other configurations \( \bar{z} \) in (7.2). Any fixed value does not seem to add much novelty to our results. A more interesting attempt is to fix a marginal say, \( z_0 \) only, and sum out all the other variables. This
would make the left hand-side particularly simple. However, on the right hand-side either fixing \( n \), or fixing \( r_0 \) seems a complicated issue. In the first case, the positions \( r_i \) depend on \( N_p(z) \), whereas in the second case \( n \) will depend on the same quantity. Thus, instead of reducing to a simple marginal, the right-hand side seems to require detailed information on the variables \( z_i \) that we wish to sum out.
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