
Homework set 3

Conditional expectation; probabilistic tools

Martingale Theory with Applications, 1st teaching block, 2025
School of Mathematics, University of Bristol

Problems with •’s are to be handed in. These are due in Blackboard before noon on Thursday,
23rd October. Please show your work leading to the result, not only the result. Each problem
is worth the number of •’s you see right next to it. Make sure you find all 10 •’s!

Use of AI: Minimal - You may only use tools such as spelling and grammar checkers in

this assignment, and their use should be limited to corrections of your own work rather than

substantial re-writes or extended contributions.

3.1 •••• Fix 0 < p = 1 − q < 1 reals, let Ω = {0, 1, 2, . . . } be the non-negative integers,
F = P(Ω) the power set, and P the probability measure that assigns P{n} = qnp to
n ≥ 0. Define the function X : Ω → {0, 1, 2, . . . } to be the identity function. Notice
that so far this is a way to describe a Pessimistic Geometric(p) random variable (counting
the failures before the first success). Define also

Y : = (X mod 2) = 1{X is odd} =

{

0, if X is even,

1, if X is odd.

(a) What is the σ-algebra generated by X?

(b) What is the σ-algebra generated by Y ?

(c) Use Kolmogorov’s theorem on conditional expectations to calculate E(X | Y ).

3.2 Let X and Y be two i.i.d. Exp(1) random variables, and Z = X + Y .

(a) Write down an actual probability space (Ω, F , P) to model this situation.

(b) Fix any t ∈ R with 0 < |t| < 1 and show that the random variable etZ−1
tZ

satisfies Kol-
mogorov’s theorem on conditional expectations for E(etX |Z), hence by uniqueness
etZ−1
tZ

is a version of this conditional expectation.

Hint1: recall from earlier studies or accept the fact that the expectation of a function

of X and Y is calculated as a double integral of that function with the joint density,

which latter in our case is just the product of the marginal Exponential densities due

to independence.

Hint2: σ(Z) is generated by events of the form G = {Z ≤ z}, hence it is enough to

work with these.

Hint3: A substitution of v = x+ y, then swapping integrals might prove useful.

(c) Conclude that (X |Z) ∼ Uniform(0, Z). In other words, X given the sum Z = X+Y
has the uniform distribution on the allowed range (0, X + Y ).

3.3 ••• We call two random variables X and Y jointly continuous with joint probability density

function f : R2 → R, if for any borel set B ∈ B(R2) of R2,

P{(X, Y ) ∈ B} =

∫∫

B

f(x, y) dx dy.

(a) For such pair, show that Y is an absolutely continuous random variable with (mar-
ginal) probability density function

fY (y) : =

∞
∫

−∞

f(x, y) dx.
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(b) Fix any y where fY (y) > 0. Use the Kolmogorov definition of conditional expec-
tations to show that the conditional distribution of X given Y = y is absolutely
continuous with probability density function

fX|Y (x | y) =
f(x, y)

fY (y)
.

3.4 Let X1, X2, . . . , Xn be iid. random variables with finite mean, and Sn their sum. Calcu-
late E(X1 |Sn).

3.5 (Hard:) Let X and Y be random variables with finite mean on a probability space. Prove
that if E(X | Y ) = Y and E(Y |X) = X , then X = Y a.s.

3.6 (Hard:) Let X and Y be random variables with finite second moment on the probability
space (Ω, F , P). Let G be a sub-σ algebra of F . Suppose that E(X | G) = Y and
EX2 = EY 2. Prove that X = Y a.s.

3.7 Let G ⊂ F be a σ-algebra on the probability space (Ω, F , P). If X is G-measurable, then
E(X | G) = X which suggests that the map X 7→ E(X | G) is a projection. Show that
indeed: this map is an orthogonal projection in the Hilbert space L2(Ω, F , P) (with inner
product 〈X, Y 〉P = E(XY )) onto the subspace L2(Ω, G, P).

3.8 ••• We perform infinitely many independent experiments. The nth one is successful with
probability n−α and fails with probability 1 − n−α, 0 < α. Let k ≥ 1. We are happy if
we see k consecutive successes infinitely often. What is the probability of this?

3.9 (The longest run of heads, I.)
Let X1, X2, . . . be iid. random variables with P{Xk = 1} = p, P{Xk = 0} = q, where

p + q = 1. Fix a parameter λ > 1, and denote by A
(λ)
k

the following events for k =
0, 1, 2, . . . :

A
(λ)
k

: =
{

∃r ∈
[⌊

λk
⌋

,
⌊

λk+1
⌋

− k
]

∩ N : Xr = Xr+1 = · · · = Xr+k−1 = 1
}

.

In plain words: A
(λ)
k

means that somewhere between
⌊

λk
⌋

and
⌊

λk+1
⌋

− 1 there is a
sequence of k consecutive 1’s. Prove that

a) If λ < p−1, then a.s. only finitely many of the events A
(λ)
k

occur.

b) If λ > p−1, then a.s. infinitely many of the events A
(λ)
k

occur.

c) What happens for λ = p−1?

3.10 (The longest run of heads, II.)
Let

Rn : = sup{k ≥ 0 : Xn = Xn+1 = · · · = Xn+k−1 = 1}.

That is: Rn is the length of the run of consecutive 1’s that starts at n. (If Xn = 0, then
set Rn = 0.) Prove that

P

{

lim sup
n→∞

Rn

log n
= | log p|−1

}

= 1.

HINT: For a fixed parameter α > 0, let

B(α)
n

: = {Rn > α log n/| log p|}.

If α > 1, then by the first Borel-Cantelli Lemma and direct computation, only finitely

many of the B
(α)
n ’s occur a.s. If α ≤ 1, then from the previous exercise it follows that a.s.

infinitely many of the B
(α)
n ’s occur.
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3.11 LetX1, X2, . . . be independent. Prove that supn
Xn < ∞ a.s. if and only if

∑∞
n=1P{Xn >

A} < ∞ for some positive finite A.

3.12 Prove that for any sequence X1, X2, . . . of random variables there exists a deterministic
sequence c1, c2, . . . of real numbers for which Xn

cn

a.s.
−→ 0.

3.13 Let the random variables X1, X2, . . . , Xn, Y1, Y2, . . . , Yn, . . . , X and Y be defined on a

common probability space (Ω, F , P), and suppose Xn

P
−→ X and Yn

P
−→ Y . Prove

a) Xn + Yn

P
−→ X + Y ,

b) Xn − Yn

P
−→ X − Y .

3.14 Let the random variables X1, X2, . . . , Xn, Y1, Y2, . . . , Yn, . . . , X and Y be defined on a

common probability space (Ω, F , P), and suppose Xn

P
−→ X and Yn

P
−→ Y . Prove

a) XnYn

P
−→ XY ,

b) if Yn 6= 0 and Y 6= 0 a.s., then Xn/Yn

P
−→ X/Y .
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