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1. INTRODUCTION TO MULTI-RESOLVENT LOCAL LAWS

1.1. Ensembles. We consider large N x N random self-adjoint matrices H = H*, typically scaled such that ||H|| ~ 1
even as N increases'. We consider both symmetry classes, i.e. when H is real symmetric or complex Hermitian. We
impose conditions on the distribution of the matrix elements directly, unlike for invariant ensembles that are characterized
by a probability density ~ e~7"VH)dH for some real valued function V', where dH is the flat Lebesgue measure on
the space of real symmetric or complex Hermitian matrices. The primary example is the Wigner ensemble (or Wigner
matrices) whose matrix elements are centered i.i.d. (up to the symmetry constraint — see the precise Definition 2.1 later).

The normalization 1
Elhi;|* = —
| J ‘ N

is chosen to keep the spectrum O(1) even as N — oo. We also consider various generalizations of the Wigner matrix,
here is non-exhaustive list:

(1) Deformed Wigner matrices: H = W + D, where W is Wigner and D = D~ is a deterministic matrix that is
bounded (D can be thought of EH if we think of dropping the centredness condition in the definition of Wigner
matrices).

(i) Wigner type matrices: Keep centredness and independence, but drop identical distribution, i.e. assume

]Ehij = 0, Sij = ]E|h”|2
where the matrix of variances S satisfies the mean-field (or flatness) condition

c C

~ < Si; < ~
with two positive constants’. Once naturally combine Wigner type with deformation to yield deformed Wigner
type ensemble.

(iii) Correlated matrices: We may also drop the independence condition and replace it with a nontrival covariance

structure of h;;, encoded in the self-energy operator S : CN*N — CN*N defined by
1.2) S[R] =EHRH
for any deterministic matrix R. Besides assuming the flatness condition (analogue of (1.1)),

c¢(R)y < S [R] < C(R), for any deterministic R > 0 matrix,

(1.1)

we assume further conditions on the decay of correlations, e.g.
1
[1 + dist(if, ab)]”
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for some power p > 2 (to guarantee summability), where dist(ij, ab) := min{|i —a|+|j — b|, | — b| + |7 — a|}.
Some further conditions on higher order covariances are also required. One can again add deformation.

(iv) Hermitization of a non-Hermitian random matrix. Let X be an N x N random matrix without symmetry
constraint (e.g. all x;; are i.i.d. random varianbles). The lack of self-adjointness makes studying X much harder.
One often considers its Hermitization, which is a (2N) x (2N) matrix with an additional spectral parameter
zeC:

. 0 X -z
(1.3) H* = (X*—Z 0 )
Technically it is a special Wigner type matrix (without the lower bound in (1.1)) with a 2 x 2 block structure
and with a constant deformation in the two off-diagonal blocks. The significance of H* comes from Girko’s
formula that allows one to compute linear statistics of the spectrum of X (a non-Hermitian problem) in terms of
H? (Hermitian problem):

(1.4) Z f(o):i/{cAf(z)logMetHz\dzz:—i/CAf(z)/o STrG* (in)dn d?z,

oceSpecH

for any nice test function f, where G*(w) := (H? — w) ™! is the resolvent of H=.

For most of our presentation, we will work with Wigner matrices, but most results extend to these generalisations with
nontrivial additional efforts.

Notations and conventions. We use the notation [N] to represent the index set {1, ..., N}. The letters a, b, j, and k are
used to denote integer indices, while sometimes « (with various subscripts) denotes elements of [N]. All unrestricted
summations of the form )__ and ", are understood to run over a € [N] and « € [N]?, respectively.

We denote vectors in CV*™ using boldface letters, e.g., . The scalar product on CV is defined by (z,y) :=
Z?[:l 7;y;» and the corresponding Euclidean norm is denoted by ||x|| := (z, z)'/2.

‘Matrices are denoted by capital letters. Unless explicitly stated otherwise, all matrices we consider are N x N. For a
matrix A € CV*¥_ the angle brackets (A) := N ~!'Tr[A] denote its normalized trace. We use the following notations for
the matrix norms:

|4l = sup [lAall, (Al = (141%)"*,
llzll=1
where |A|? := AA*. Furthermore, for any a € [N] and vectors x and y, we use the following notation:
Amy = <$7Ay>7 Awa = <a:,Aea>, Aay = <ea,Ay>,

where e, is the standard a-th basis vector of CV. We denote the complex upper half-plane by H, that is, H := {z € C :
Sz > 0}, and its closure by H := H U R.

We use ¢ and C' to denote unspecified, positive constants—small and large, respectively—that are independent of N
and may change from line to line. Various tolerance exponents are denoted by Greek letters such as ¢, £, §. The notation
¢ < £ means that there exists a small absolute constant ¢ > 0 such that £ < ce.

For two positive quantities X and ), we write X < ) if there exists a constant C' > 0 that depends only on the model
parameters, such that X < C). We use the notation X ~ Y if both X < Y and ) < A hold. For an arbitrary quantity
X and a positive quantity ), we use the notation X = O()) to indicate that | X| < V.

Let Q := {QM)(u) | N € N, u € U™} be a family of events depending on N and possibly on a parameter u that
varies over some parameter set {/(N). We say that Q holds with very high probability (w.v.h.p.) uniformly in u € U if,
forany D > 0,

sup P[Q(N)(u)} >1-ND,
ued (V)
for any N > Ny(D). We often discard the explicit dependence of Q(V ) and ™) on N, and simply refer to  as a
very-high-probability event. A bound is said to hold w.v.h.p. if it holds on a very-high-probability event.

1.2. Single resolvent and its approximations. Let H be a self-adjoint matrix and z € C \ R be a spectral parameter.
We define its resolvent

G(z):=(H—2)""
Note that we have the trivial norm bound )
|G (2)]| < o REE

that blows up as 7, the Im-part of the spectral parameter approaches to zero.



The really interesting regime is z = E + in, when E is in the limiting spectrum of H and n < 1, since then the
resolvent G(z) carries local information about the spectrum of H near E in a window of order 7. For example,

(1.5) (SG(z)) = %T Z

(Aa—E2+72

where A} < Ay < ... < Ay are the eigenvalues of H. Note that this sum is concentrated on eigenvalues |\, — E| < 7
and all others are suppressed. Ideally, one would like to understand (3G(z)) with 1 comparable (or even smaller) than
the typical level spacing (distance between neighboring eigenvalues), which, in our standard normalization, is 7 ~ 1/N
in the bulk spectrum. So in all discussions below we implicitly assume that 7 < 1 and in most cases we think of < 1.

A remarkable property of the resolvent of many random matrices is that it satisfies a type of law of large numbers
(LLN), i.e. it tends to concentrate around a deterministic matrix M = M (z) that is typically bounded uniformly in
z € C\ R (i.e. it remains bounded even as 7 — 0). This holds in weak sense, both in averaged and isotropic form, more
precisely we expect

1

(1.6) (G=M)B) S

(z,(G—M)y) S w.v.h.p.

~ ‘\/7
for any deterministic bounded matrix B and deterministic unit vectors x, y. Estimates of this type are called local laws".
The word deterministic is essential here; it is trivial to see that if * = y were the (random) eigenvectors of H with
eigenvalue near F, then (x, Gx) ~ 1/n would blow up as 7 < 1. The bounds (1.6), together with the information that M
is bounded, show a concentration of GG around M in the regime where 1 > 1/N, i.e. when 7 is just above the eigenvalue
spacing. Indeed, this is an optimal range for LLN to hold; it is easy to see from (1.5) that (G) becomes a genuinely
fluctuating object once 1 ~ 1/N or smaller.

The deterministic approximation M is model dependent. In the simplest Wigner case, M (z) = m(z) - I where m(z)
is the Stieltjes transform of the semicircle law, see (2.2) later. For more complicated ensembles, M is the unique solution
of the Matrix Dyson equation (MDE), see (2.8) later; for example if H = W + D is a deformed Wigner matrix W with
deformation D = D*, then

—% —2 D+ (M), (SM(2)(S2) > 0.
The detailed stochastic analysis of G and G — M relies on a good understanding of M itself, and the properties of the
solution to the MDE have been thoroughly investigated. In these notes we will not focus on these deterministic analyses,
especially since we are mostly concerned with the Wigner case, where m(z) has a simple explicit formula.

As (1.5) indicates, single resolvent local laws are suitable to get the eigenvalue density on any mesoscopic scales, i.e.
on scales 7 > 1/N that contains more than O(1) eigenvalues. For example, as a corollary of the average law (1.6) with
B = I is the eigenvalue rigidity, stating that

N¢

(1.7 Aa = Yal S N w.v.h.p.

for any & > 0, for any bulk" index o € [eN, (1 — e)N ], where ~,, is the a-th quantile of the semicircle law, defined by

/ —/4 fodx——.
2 2w

Another important corollary of the isotropic local law is the eigenfunction delocalization, i.e.
2 < Nig

~ N b
for any normalized eigenvector ug, i.e., Hu, = AUy, and any normalized deterministic vector x. In particular, each

coordinate is bounded by |u,(i)| < N~1/2%¢, showing that no eigenfunction can be supported only on a small fraction
of the available NN sites. The bound (1.8) follows from the spectral theorem and the boundedness of (SG (Vo + 1)) zz:

(1.8) [{x, ua)| w.v.h.p.

2

1 N .
(z, uq) T, ug) | —————— =N(SG (Yo + 1 <mn,
E: B N(SG(Ya +1))aa SN

for 7 ~ N~17¢ using the rigidity (1.7) in the first inequality, and isotropic local law in the second.
3The word local refers to the typical situation when 7 < 1, i.e. G is concentrated on a local part of the spectrum. Statements of the form (1.6) for

n ~ 1 are often called global laws.
4Similar results hold for all indices taking into account that the eigenvalue spacing increases near the edges.



1.3. Longer resolvent chains and their local laws. Not every relevant question can be answered by a single resolvent
local law, sometimes we need information on products of resolvents, possibly alternating with observables of the form

(1.9) G = GiA1GaAy ... Ay, Gy,

where A; are deterministic matrices (observables) and G; are resolvents possible at different spectral parameters G; =
G(z;), but sometimes even for different matrices G; = (H; — zi)’l, where the different matrices H; are closely related
(e.g. they are different deformations of the same random matrix).

Information about eigenvalues and individual eigenvectors are typically accessible via single resolvents, but correla-
tions between different eigenvalues or eigenvectors often involve more than one resolvent. For example, general quadratic
forms (u;, Au;) with different eigenvectors, u;, u;, i # j, require at least two resolvents, see (1.23)—(1.24) later. In
Section 1.5 we give more applications.

The key fact about the chains (1.9) is that their deterministic approximation M ;) = M (z, A) (depending on all
spectral parameters and observables) is not a simple product of the approximations of single resolvents. E.g. even if
G; ~ M; by single resolvent local law (1.6), it is not true in general that, e.g. G1AGs =~ M;AMo>; the truth is more
complicated. For example, if G; = (H; — z;)~! and H; = W + D; is deformed Wigner matrix W, then

(M, AM5)

1.1 AGy ~ M, = M1 AM. —_—
(1.10) G1AG: 1,2] 1AMz + (M)

My M.

If D; = 0, i.e. we consider the simplest case G; = (H — zi)*l, and H is a Wigner matrix, then we have

mimeso

(1.11) G1AGy ~ M[1,2] =mimoA + mims < >, m; = m(zl)

1-— mimso

In general M|y ) can be obtained by a recursive formula on the length &, in some special cases a closed form exists, see,
e.g. [15, Theorem 3.4] for Wigner matrices. In general, they satisfy the bound

k—1
1
(1.12) 1Myl S 1T 1141,
i=1
where 77 := minn; = min|Sz;|. The multi-resolvent averaged and isotropic analogues of the single resolvent local
laws (1.6) are’:
11
(1.13) (G — Mp ) Ak) < Ny 1 le[l [IA4: ], w.v.h.p.
1 1 k-1

1.14 G — M, oy < ——||x Aill, w.v.h.p.
( ) ( [Lk] [17k]) Yy — \/N77777k_1 H HHy” Z];[1 H ” p
where 7 = min7n; = min|3z;|. The averaged law is by a factor 1/Nn better than the corresponding M -bound

from (1.12), by the isotropic law this factor is 1/4/N1.

1.4. Improvements of the multi-resolvent local laws. The multiresolvent local law stated in (1.13)—(1.14) is its crudest
form. It is optimal in its full generality, but it has several refinements which under additional conditions give stronger
results. Here we list a few of them.

1.4.1. Regular observables. 1t turns out that if some of the observables A; are traceless, (A;) = 0, then this fact reduces
both the size of M ;) and the corresponding estimate in the local law. The general /7 rule summarizes this as follows
[14]: Suppose that n out of the k matrices A;, As, ... Ay are traceless, then (1.13) is modified to

k

1 1
(1.15) ((Gux — Mp ) Ax) < No 172 U1 | Al w.v.h.p.

and if n out of the & — 1 matrices Ay, As, ... Ax_1 are traceless, then (1.14) is modified to
1 1 k—1

SWe often ignore absolute values in the LHS when we estimate sizes.
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i.e. both estimates improve by a factor /7 for each traceless observables. The improvement in the bound on M is similar,
but it comes with integer powers of M:

k-1
1
(1.17) Ml < Tl H Il Asll,
1=1

where [2] is the upper integer part of =. For example, from the explicit formula (1.11) it is clear that || M, 5] < 1 if
(A) = 0, but it can be of order 1/ otherwise. This is because traceless matrices are orthogonal to a one-dimensional
subspace in the Hilbert space of matrices, namely to the constant matrices. For the purpose of G AG2 only constant
matrices A behave badly, because they are in the eigenspace with a very bad (small) eigenvalue of the two-body stability
operator to be discussed later in general. For Wigner matrices this operator is just multiplication by 1 — mjmo which can
be of order 7 if 21 = 2. The fact that the approximation M|, o) to G1G2 can be of order 1/7 (for A = I) is due inverting
the stability operator on its own subspace. Observables orthogonal to this bad direction (also called regular observables)
will not face this magnification.

For more complicated ensembles, the regular observables A are not directly characterized by the traceless property,
but by its analogue, namely that A are orthogonal to the bad direction of the stability operator. Mean field condition
usually guarantees that there is only one bad direction. For example, for deformed Wigner matrices, (1.10) shows that the
condition (M; AM>) = 0 for regularity replaces (A) = 0. This concept in general is energy (z1, z2)-dependent. The /7
rule still holds if n counts the number of regular observables in this generalized sense.

1.4.2. Behavior at small density: edge es cusp. So far we focused on the bulk regime where the density of states is of
O(1). Near the edges (and the cusps) the density p(x) is reduced. This leads to two opposite effects: on the one hand the
size of certain M terms get reduced, on the other hand the stability of the equation deteriorates. In some cases these two
effects balance each other, for example (1.6) hold in the same form (and optimal) also in the edge regime. In some other
cases the p improvement is explicit, for example for Wigner matrices and traceless A we have

\/ﬁ
(1.18) G-m)A) S —+——, A) =0,
(@-mA s Fo A
i.e. on top of the /7 gain, we also gain a ,/p factor.
There is also a p improvement if we replace some G with SG in a chain with traceless observables, see [21] for detailed
results.

1.4.3. Hilbert-Schmidt and Schatten norm of the observables. So far we assumed that the observables A; are bounded
in operator norm. Actually the natural norm is the (sometimes much smaller) normalized HS norm: ||Al|;, := (A2)'/2,
Indeed, this can be done and in the Wigner case we have [21] that if all A;’s are traceless, then (1.15)—(1.16) hold with all
|| A;|| replaced with the typically much smaller || A;||;s-norm. For example, the precise norm dependence in (1.18) is

VP _
(1.19) (G = m) £ 3l (4) =0

In fact, one can make an even more refined analysis when some HS norm is replaced with other Schatten norms. For
example, we have [22]
4% (A2
Nn N/
1.5. Applications of multi-resolvent local laws. Here are several examples, where longer chains (1.9) with £ > 2 are

necessary. Most important is the £ = 2 case, but as we will see in their proofs, often one has to consider an entire hierarchy
of chains of different length even if eventually one is interested only in the physically most relevant & = 1, 2 chains.

(1.20) (GAGA) —m?(A%)| < <

1.5.1. Eigenstate Thermalisation Hypothesis (ETH). (Also known in mathematics literature as Quantum Unique Ergod-
icity (QUE)) asserts that for normalized eigenvectors of Wigner matrices [13]

3
(12D |(wi, Auj) — 6;5(A)| < \Z/V—N w.v.h.p.

for any deterministic bounded observable A. Here (u;, Au;) is called the eigenvector overlap (on the observable A) and
such quadratic forms have clear quantum mechanical interpretation (cf. with standard quantum ergodicity theorems, like
Shnirelman’s theorem [48], stating that high energy eigenfunctions of the Laplacian on a surface with negative curvature
are uniformly distributed on the phase space).



Set A := A — (A to be the traceless part of A. The ETH is equivalent to
. N¢&
(1.22) |(ws, Auj)|? < ~ w.v.h.p.
Even for 7 = j (diagonal overlap), we cannot conclude from the spectral theorem

N
o 1 o n . -1
1.23 IG(2)A :—E i Ay ————— =7 ; ~ N7
( ) (SG(2)A) N i:1<u u>()\i_’7i)2+772 zZ=7+wm, N

since (u;, Auz> has no sign. The correct quantity to look at is

(1.24)
N
o o 1 o 2 n n . . -1
SG(2)ASG(ZNA) = — wir, Aw .z =i, 2 =y;4in, n~ NS
ReRAREEy Ni/,jz’:1|< Sy (Ajr = 73)? +n? !

o o

Indeed, if we manage to prove that (3G (z) ASG(z')A) < 1 with very high probability, uniformly in z, 2’ with Sz, §2’ ~
N—1+¢ then (1.22) follows from (1.24).

1.5.2. Thermalisation. Imagine that H is the Hamiltonian of a quantum system and A, B, ... are deterministic observ-
ables. Let

A(t) — efitHAeitH
be the Heisenberg (quantum) time evolution of A. Typical thermalisation questions asks if and how much A(¢) and B
become orthogonal (independent) at large time. The answer is [15]

(AB) 2
I +0 (N) w.v.h.p.
for any bounded A, B, where 0(t) := J;(2t)y/t is an O(1) oscillatory function (here J; is the first Bessel function of

the first kind). Similar results can be derived for more than two observables, for example for three observables and two
different times ¢, s with¢ > s > 1,t — s > 1 we have

2 {4) (BC)

(1.25) (A(t)B) = (A)(B) +6(1)

(A()B(s)C) = (A) (B) (C) + 6(s) 2 (B) (AC) ,(C) (AB)

+0(t) +0(t —s)

s3 t3 (t—s)3
- 0(s)0(t)0 (ABC) o(X h
+6(s)0(t)0(t — s) STt = 5377 + (N) w.v.h.p.

A related object is the out-of-time-ordered correlator (OTOC), extensively studied in the quantum chaos physics liter-
ature, it is defined by

Canlt) = 5 {|[AD), BI)

for any two observables A, B. Similarly to (A(t)B), it also expresses how much mixing happens in the system [22].
All these questions go back to multi-resolvent local laws by expressing the unitary time evolution via contour integral

of the resolvent: ‘
et — L% e dz = 1 j{ e G(z)dz
T o 5 H-—2"" 2m - ’

where ~ encircles the spectrum of H. For example

(A()B) = — }’{ ]{ ¢tz e= (G(2) AG(2') B)dd.

4n?

If we find a deterministic approximation M = M (A, B, z,z’) to G(z)AG(z') B, then we can compute the leading term
by explicit contour integration.

1.5.3. Eigenvector overlaps (Hermitian case). Consider a Wigner matrix W with two different deformations
H1:W+D17 H2:W+D27

where D1, D, are deterministic (hermitian) matrices with zero trace (D;) = 0, for simplicity. Let )\z@ and uy), {=1,2,
be the corresponding system of eigenvalues/eigenvectors i.e.

ngl([) = )\EZ)UEz)7 =12



If D = Do, then the eigenfunction overlap is trivial, (u; (1) ] ) = 0;5. For D1 # D, we have the bound [16]

3

) @2 N 1

(127) [ i) S 5 SYRERNES
(D1 = D)%) + N7 = A7)2 +

(where the additional positive terms are ignored for this presentation, these contain some linear combination of D’s and

A’s). This shows that eigenvectors can become decorrelated in two ways: either their energies are at distance or their

deformations are far away in Hilbert-Schmidt norm sense.

w.v.h.p.

Similarly to (1.24), a good upper bound on the overlap | (1) (2) | is accessible via a two-resolvent local law of the
form

[ W) < QGO GD +iSED (P +im), o~ NTH

where G'*) is the resolvent of H ().
The result (1.27) is essentially used in our papers on the decorrelation transition [5] and the Law of Fractional Loga-
rithm [6] in the Wigner minor process. Here we just list the results for completeness:

Decorrelation transition. Let W = W) be an N x N Wigner matrix and let W= W NN=2) " be its upper
left corner minors. The eigenvalues of W (¥ —F) are denoted by

AN=R) 5 \(N=B) 5 (V=)

listed in decreasing order. By interlacing of the eigenvalues of any Hermitian matrix and its those of its minor (of
dimension one less) we have
(N) (N-1) (N) (N-1) (N)
AT Z A > X5 > A >Ny >

It is well known that )\gN_l) and /\(N) are strongly correlated, in fact )\(N) — A(lN_l) ~ 1/N despite that interlacing in

principle provides an interval [)\éN), )\( )] of length ~ N~2/3 for )\(N ) . So )\ngl) sticks to )\EN), then A§N72) sticks
to )\gN_l) etc. so eventually )\gN_k)
this strong correlation start weaken?
Motivated by a similar study in the GUE case by Forrester and Nagao [35], we recently proved [5] the following phase
transition picture:
(i) [Subcritical regime] If k < N2/3, then A{™ ™ is still close to A at a distance vk/N < N~2/3 and their
difference with a natural shift is asymptotically normal:

AN ANTR) N &~ N(0,VE/N).

The corresponding eigenvectors are almost parallel.

(1) [Critical regime] If k ~ N 2/3_ then )\EN) and )\gN*k) have a universal, nontrivial joint correlation function that
was explicitly identified by Forrester and Nagao in the GUE case.

sticks to )\g ) if k is not too big. At which k, i.e. at which level of subminors does

(iii) [Supercritical regime] If k > N?2/3, then A(lN) and )\EN_k) are asymptotically independent (i.e. their appropri-
ately rescaled versions follow two independent Tracy-Widom distribution). The corresponding eigenvectors are
essentially orthogonal.

Law of Fractional Logarithm. Let (z;;); jen be a double infinite array of i.i.d. random variables with the Hermitian
symmetry, x;; = Z;;, with Ez;; = 0, E|lz;;|* = 1 (and Ex?j = 0 in the complex case). Let X(N) = (zij)” 1 be its
N x N upper left minor and define

1
W) .— XN
VN

which is a Wigner matrix with standard normalisation. Note W (N)’s for different N’s are strongly correlated, they are
essentially minors of each other (up to natural normalisation), so this sequence of random matrices is called the Wigner

minor process. Let A(lN) be the largest eigenvalue of W (™) and let
TN N
AN = NN —9)

be its appropriate rescaling. Inspired by the question and a similar result for the Gaussian (GUE) case by Paquette
and Zeitouni [44] and some further more precise results [8] still for GUE, we proved [6] the following general form of
what Paquette and Zeitouni called® the Law of Fractional Logarithm: for any Wigner minor process (without Gaussian

6Compare it with the standard Law of Iterated Logarithm for sums of independent random variables — this classical result inspired the current
terminology.
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assumption) almost surely we have

i A (B MY s
Noe (logN)l/?’__(E) ;A l]{[n_?;lop(logN)2/3_(%) '

where, as usual, 5 = 1 is the real symmetric case and 5 = 2 is the complex hermitian case. Note the strong asymmetry
of the lower and upper tail results, the log N-scaling is different. This is caused by the strong asymmetry of the two tails
of the Tracy-Widom distribution.

1.5.4. Eigenvector overlaps (non-Hermitian case). Similar question on eigenvector overlaps arises about the Hermitiza-
tion (1.3) of an iid. matrix X at two different spectral parameters z1, z2. Let w} € C2N be the eigenvectors of H#, in

particular this means that if we write w? = (u?, v?), then u?, v7 € CN are the left and right singular vectors of X — z.
Then we have [19]
1 1
1.28 HLw?)P < —

(1.28) [y, w3 T Nz — 22+ NV
which we could translate into overlaps of the non-Hermitian eigenfunctions. Indeed, if {o;}¥ ; are the eigenvalues of X
and {7}, {l;} are the corresponding right and left eigenvectors, Xr; = o;7, I;X = o;l} with the usual biorthogonal
normalization, (I}, ;) = &;;, then we have [19]

Oy _ lrar)P | L) _ 1 1

VOi 055 — lrill?lrsll?  GlPNIG]12 — Nlos —oy]? + N7

1,j < N°¢ w.v.h.p.

w.v.h.p.

where
Oij = (b, 1) (ri, m5)
is the standard non-Hermitian eigenvector overlap.
A weaker form of the overlap of singular vectors (1.28) was essentially used in the DBM analysis when we proved the
macroscopic and mesoscopic CLT for linear statistics of the eigenvalues of X [17, 24], as well as in the universal Gumbel
distribution for the rightmost eigenvalue and for the spectral radius of X in [18, 26].

Gumbel distribution of the rightmost eigenvalue. As a representative example, we explain the result for the right-
most eigenvalue. Let X be an N x [N complex i.i.d. random matrix, i.e. its matrix elements are i.i.d. with normalisation
Ex;; = 0, E|z;;|* = ﬁ but no symmetry constraint. Let o, j = 1,2,..., N be the eigenvalues of X. They obey the
(global) circular law, i.e.

N 2 ) =1 [ s+ o)

with very high probability, for a smooth /N-independent test function f (there are also local or mesoscopic versions). It is
also known that
max |o;| <14 —, w.v.h.p.
i | ]| \/N p
The problem is to identify more precisely the behavior of max; Jto;. One motivation for this question comes studying
the standard linear system of ODE’s with random coefficients

%v(t) =—I +gX)v(t), v(0) = vy,
where ¢ is a tunable coupling constant. This was the starting point in R. May’s famous article [43] about stability of
complex systems; this simple ODE is used in many phenomenological models in population dynamics and neuroscience.
The question is tune g appropriately so that the solution v(¢) remains roughly O(1) as time ¢ — oco. Recall that the solution
of a linear ODE tends to behave exponentially for large time with a rate proportional to the largest real part among all
eigenvalues, so stability requires that max fSpec(I + ¢gX) = 0.
Our result is the following distributional limit [18]:

TN
VAN [ maxRo; - 1 -/ x| = G,
YN IV | max Ro AN
where G is standard Gumbel random variable, i.e. its distribution function is P(G < z) = exp(—e~*) and
1
=g [logN —5loglog N — 1og(27r4)} .

There is a similar result (with slightly different yx') for max |o;|, i.e. the spectral radius of X and we resolved the question
for both symmetry classes. We also have a statement that the few rightmost eigenvalues form a Poisson point process (with
correct rescalings).
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How is this result related to local laws? We look at linear statistics % > i (o) with a carefully chosen test function
f that is supported in a regime where the rightmost eigenvalue is supported (this is an anisotropic elongated rectangle
around z = 1). We use Girko’s formula (1.4). We need to compute (among other things) the variance (or only the second
moment) of this linear statistics, i.e.

Bl 50| = g [ ArGIafe) [[ oG m) a6 i ydnar @z

So we need to study the correlation of (3G (in)) and (SG= (i) for all regimes of 7. In the mesoscopic regime’,
n > 1/N3/4 this question boils down to a two resolvent local law (SGZ(in)SG= (in')), and it is especially important
to extract a decay in this correlation as z — 2’ gets larger. Considering H* from (1.3), this corresponds to a decay in the
difference of the two deformations similarly to (1.27).

In the microscopic regime 77 ~ N ~3/* we need to use DBM methods, i.e. we follow how the eigenvalues® \* and A7
of H*, H 2 respectively, behave under the Dyson Brownian motion. The idea is that want to prove that A* and 2 are
essentially independent if |z — 2| > N —1/2 'We cannot do it directly, but we run a DBM for relatively short time, but
long enough so that the initial conditions are forgotten. By a coupling argument we could show this independence if the
driving Brownian motions were independent. In fact, they are not exactly independent, but their correlations are given
by the overlap of the corresponding singular vectors (1.28) (which was proven by a two resolvent local law). Since this
overlap is small if |z — 2/| > N —1/2 we can prove the asymptotic independence of \* and A* after some time. Finally,
we use a Green function comparison (GFT) to remove the Gaussian component.

1.5.5. Random band matrices (RBM). So far we discussed mean field models, characterized by the property that each
entry h;; of the random matrix H is roughly of the same order 1/ V/N. In the corresponding quantum mechanical system,
where H is considered the Hamilton operator, this means that the quantum transition from any state ¢ to any state j has
roughly the same amplitude. In particular, the underlying state space {1,2,..., N} is essentially zero dimensional. More
sophisticated models involve a nontrivial spatial structure imposed on {1,2, ..., N'}. The simplest case is when N = L¢,
with d > 1 being the physical dimension, and the state space is the discrete d-dimensional torus T¢ with linear length
L. We set a new physical parameter, W, the band width and we assume that for any i, j € T¢ the matrix element H,; is
nonzero only if dist(z, j) < W, where dist is the natural (periodic) distance on the torus.

The main interest in random band matrices stems from the fact that by changing the band width, RBM’s naturally
interpolate between the random Schrodinger operators (W ~ 1) and the mean field RMT models (W ~ L). Accordingly,
RBM’s are expected to exhibit the Anderson metal-insulator phase transition, similarly to random Schrédinger operators.
This asserts that the system has a localized and a delocalized phase, depending on the choice of the parameters. In
the localized phase the eigenvectors are essentially supported on a set that is much smaller than the entire state space.
They typically have a fast decay on a scale ¢, called localization length, that is much smaller than the linear size of the
system, ¢ < L. Moreover, the local spectral statistics is uncorrelated, Poissonian. In contrast, in the delocalized phase,
the localization length ¢ ~ L and the local eigenvalue statistics is the standard Wigner-Dyson statistics from mean field
random matrice.

For example, in d = 1 dimensions, the phase transition occurs at W ~ V/N; for W < +/N we have localisation
(see [47, 27, 12, 46, 37]), while for W > v/'N we are in the fully delocalized phase, [52, 33]. These two regimes
require very different strategies. Localization results typically go back to the basic ideas of the localization proofs for
random Schrédinger operators, i.e. Frochlich-Spencer multi-scale method [36] or Aizenman-Molchanov fractional mo-
ment method [4]. Delocalization results rely on extensions of mean field random matrix methods to the non-mean-field
situation, see e.g. [31, 7, 11, 10, 51, 28] for earlier results on delocalisation in the regime W > N with non-optimal
« (larger than 1/2). Very recently, the new dynamical methods have been applied to prove delocalization for RBM, first
in [28] for W > N8/11 and then in the entire regime W > N'/2 in [52, 33]. The paper [52] used essentially the zig
flow for proving the corresponding averaged multi-resolvent local law for the Gaussian case for a special class of random
block band matrices. The full zig-zag strategy was implemented later in [33] to handle general distributions, variance
profile and it obtained the general averaged and isotropic local laws with estimates that optimally incorporated the spatial
dependence.

"The unusual power 3/4 comes from the fact that if |z| /~ 1, we are near the spectral edge of X, this corresponds to a cusp singularity in the spectrum
of H? at the origin
8Actually the really important ones are the eigenvalues close to 0, these influence SG*Z (in) the most.



2. SINGLE RESOLVENT LOCAL LAW FOR WIGNER MATRICES

Definition 2.1 (Wigner matrix). Let H = H* an N x N Hermitian (complex Hermitian, 3 = 2, or real symmetric,

B = 1) random matrix whose matrix elements {hqy : 1 < a < b < N} are independent random varianbles. The
diagonal and off-diagonal elements have common distributions, respectively, with the normalisation
a 1 a 1
hab:ﬁXoda 1<a<b<N, haa:ﬁXd: 1<a<N,

where xq is a real random variable and xq is real or complex, depending on the symmetry class, with the conditions
Q.1 Exoa =Exa=0, Elxoa*=1, Elxa®=1/8.

For simplicity, in the complex Hermitian case (3 = 2) we assume that Ex?; = 0. Finally, we assume moment conditions
(for simplicity, all moments), i.e. that for any’ p € N there exists a Cp (N-independent) such that

ElXoa|” + Elxal” < Cp.
Random matrix ensembles satisfying these conditions will be called Wigner matrices.

The constants C;, will be considered as model parameters, meaning that all implicit constants in the entire discussion
may depend on them. All statements are understood for large enough N, meaning that they hold if N > Ny where the
threshold Ny may depend on the model parameters plus some other natural parameters that we will specify in the concrete
statements.

The normalization of the matrix elements is chosen in such a way that || H || remains of order one uniformly in N. One
way to see it is to compute

1 1 1
— Y EXN? = —ETrH?= = E|h,* =1

where \;, 7 =1,2,..., N are the eigenvalues of H.
Denote by m(z) = my(z) the Stieltjes transform of the Wigner semicircle law ps.(z) = 5=+/(4 — 22)4:
d
2.2) m(z) = / Pz e\ =29
R L—Z

It satisfies the quadratic equation
1

(2.3) —— =m+z, (Sm)(Sz) > 0,
m

where the side condition makes the choice unique (we usually work in the upper half plane, n = Sz > 0). By the inverse
Stieltjes transform we have
1
sc =— i R} in).
pac(w) = — lim Im(z + in)
We often extend p to the upper half plane

p(z) := =Qm(z), Iz > 0.
s
Simple elementary calculations show the following basic properties (with 7 := |Sz])
24) |m(z)] <1, 1—|m|? ~n, 1 —m? 2 Vr, r(2):=min{|Rz - 2|, Rz +2|}.

Theorem 2.2 (Local Law in the Bulk). For any fixed (small) k > 0, £ > 0 and € > &, we have the averaged local law
N¢ Cite

25) (G(2) ~m()B) < 5Bl n=[92 > N1,

for any deterministic matrix B, and isotropic local law
N£ o —1+e€

(2.6) (x,(G(2) —m(2))y) < an\lwll\\yll’ n=[Sz[ =N,

for any deterministic vectors x,y. These relations hold with very high probability, i.e. with probability larger than
1 — N—P for any fixed (large) exponent D, if N > Ny(k, &, D) is large enough.

In practice finitely many moments are sufficient.



Note that from H = H* we automatically have

1
27 1G] < 7’

but in the interesting small 7 regime this bound does not properly reflect the true size of G. More precisely, as a norm
bound it is optimal (if z = A 4 47 where X is an eigenvalue with normalized eigenvector u, Hu = Au, then (u, Gu) =
1/m), but if measured in some weaker sense, it turns out that G behaves more like an O(1) random variable. In fact, G(z)
concentrates around the constant matrix m(z) - I if tested against deterministic test matrices B or test vectors x, y. Local
laws (2.5)—(2.6) are precise statements of this concentration phenomenon.

We formulate all results for the simplest Wigner case in the bulk, but everything can be extended to much more general
mean field matrix models. For example, we can consider deformed models, H = A + W, where A is a deterministic
matrix, W is random, EW = 0, and we can also have nontrivial variance structure of still independent matrix elements,
E|w;;|* =: S;; with a matrix S such that S;; < 1/N (mean field condition), or even we can have correlations among the
matrix elements (with some conditions). In this most general case, the analogue of (2.3) is the Matrix Dyson Equation
(MDE):

1
(2.8) —M:z—A—&—S[M], M=M(z), (SM(2))Sz>0,
where S = Sy is the self-energy operator of W, defined by
(2.9) S[R] := E WRW

for any deterministic matrix R. The local law holds in great generality, just m in (2.5)—(2.6) is replaced with M, the
matrix-valued deterministic approximation of the resolvent.

3. PROOF OF THE SINGLE RESOLVENT LOCAL LAW WITH ZIGZAG STRATEGY

We will now present a modern proof of the local law, Theorem 2.2, via the zigzag strategy. Historically, single G local
law has been proven well before the zigzag strategy with other methods, but the new zigzag method is especially powerful
and easily generalizes to multi-resolvent situations.

3.1. Overview of the zigzag strategy. The zigzag strategy consists of three steps:

(1) Initial global bound at n ~ 1.

(2) The zig step, where the spectral parameter z; is moved by a specific ODE, the characteristic flow, and at the same
time, H evolves by an Ornstein-Uhlenbeck (OU) process. The characteristic flow reduces 7, so we approach to
the more local regime but at the expense of adding a Gaussian component (along the OU flow).

(3) The zag step, where we keep the spectral parameter fixed and use Green function comparison (GFT) argument to
remove the Gaussian component.

Since the GFT is effective only if a small Gaussian component needs to be removed, we cannot go from the global scale
n ~ 1 to the fully local scale 7 ~ N9 in one go; we need to iterate the zig and zag steps several times in tandem, see
Fig. 1 later. At the end of Section 2, we will comment on an apparent mystery, namely that zig adds a Gaussian component
and zag removes it, so it sounds somewhat tautological.

We remark, however, that the three step strategy used in the proof of Wigner-Dyson universality, see e.g. [34], operates
with a somewhat similar idea on a very high level. There, after establishing an a priori bound (first step: local law and
rigidity), the main (second) step is the proof of the robust emergence of the Wigner-Dyson statistics along the Dyson
Brownian Motion (DBM), at the expense of adding a small Gaussian component. Finally, a GFT argument removes this
Gaussian component. There is a competition between the two steps: longer the DBM runs (larger Gaussian component
is created), the emergence of the universal statistics becomes more obvious; on the other hand, removal of a larger
Gaussian component by GFT is harder. In the universality proof there is a big room: in the bulk regime (under the
usual normalisation where the eigenvalue spacing is of order 1/N) DBM should run for a time ¢ > 1/N, i.e. add a
Gaussian component of size a bit larger than 1/N. Fortunately, the GFT can remove much larger Gaussian components;
its dynamical version (following resolvents along the OU flow) can remove a Gaussian component of order N ~1/2—¢,
while the more sophisticated one-by-one Lindeberg replacement strategy (originally introduced in [50] in the context of
random matrices) can even remove an order /N~ ¢ Gaussian component.

Notice that in both proofs the more important part is the one that adds a Gaussian component; the key feature emerges in
this step. Indeed, in the zigzag strategy, this step reduces Sz, while in the DBM proof of universality, this step generates
the universality itself; the price in both cases is the added Gaussian component. The GFT step in both proofs plays a
secondary role to remove this component with a very different argument.



Going back to zigzag, before more details on each step, we mention previous references about the zigzag strategy. The
first version of the characteristic flow appeared in a paper by Pastur [45], who related the complex Burgers equation to
the evolution of the resolvent along the OU flow. The idea was later revived by Lee and Schnelli in [42] to prove edge
universality for deformed Wigner matrices and then by von Soosten and Warzel in [49] where it was used to prove a
local law, albeit a non-optimal one. The full power of the characteristic flow method has gradually been realized in the
context of Dyson Brownian motion in [39, 1, 2, 3], and later for matrix models, e.g., in [9, 41, 40]. Its combination
with a GFT argument to prove specific multi-resolvent local laws—that is, the full zigzag strategy—first appeared in [25]
in the setting of Hermitization of non-Hermitian matrices, where the characteristics were explicitly used to resolve the
instability problem. The full dynamical version of the master inequalities, systematically controlling the fluctuations of
resolvent chains of arbitrary length, was introduced in [21]. There, it was used to study Wigner matrices—a setting where
the averaged master inequalities remain self-consistent, forgoing the analysis of isotropic chains'".

The first use of isotropic master inequalities in tandem with the averaged ones, both in their dynamical form, appeared
first in [22], which also introduced the term zigzag. Since then, the full power of the zigzag method was successfully
exploited in several models and regimes that were previously inaccessible due to instabilities [20, 26, 23, 32, 30]. By
now, the zigzag strategy has proved to be a very powerful and robust tool for proving local laws across a wide class of
mean-field matrix model and most recently even for random band matrices [33].

We remark that the zigzag strategy for the simplest Wigner case for a single resolvent in the bulk has never been written
up in any paper, so the presentation I give here does not have a direct reference in the literature. The closest is [30], where
the more complicated correlated case was discussed and focusing on the cusp regime. One may follow this paper with
trivial correlation, i.e. S[R] = (R), and ignore all p factors indicating the dependence on the density (since in the bulk
o~ 1).

Now we discuss all these three steps. The most important one is the zig step since here the key point, the reduction of
71 happens, so we start with this step.

3.2. Zig step. We define two flows, the first is a simple ODE on C, it is called the characteristic flow and is given by
1
3.1 dz; = —§ztdt — m(z)dt, Zi—0 = 20.

The second is a stochastic flow on the space of matrices. In our concrete Wigner example this will be the OU flow
1
VN
where B, is a standard matrix-valued Brownian motion. But the precise form of the flow is not important, i.e. one could
use the simple DBM as well, dH; = Nfl/det, see e.g. [28, 52], but then (3.1) needs a bit modification to achieve the
same key cancellation, see (3.6) below. In any case, denote the stochastic flow (time dependent stochastic semigroup) by

Sligo e

(3.3) Hy = 3%, [Hol.

zig

1
(32) dHf - 7§tht + dBt, Ht:O = HOa

Set
1

Ht_zt.

Gt = Gi(z) :==
If we change only z;:
(3.4) dG(z) = (0s2)G(2)dt.
If we change only G = G4, by Ito calculus,
dG = — G(dH)G + (G)G?dt

1 1
=(ZGHG + (GVG?)dt — —G(dB)G
) (5 (@)G?) ~C(aB)

%G + (<G> + ;)Gﬂ dt — \/%G(dB)G

Here, in the first line, we considered G as a function of N2 random variables hgp, a,b = 1,..., N and wrote
1 1
4G = Ebj(aabG)dhab +3 ij §;<aabach)dhabdhcd = —G(AH)G + 5 2G(dH)G(dH)G,

10Technically speaking, isotropic local laws were also derived in [21] and used in the GFT step, but, due to the control of traceless observables in
the optimal Hilbert—Schmidt norm, the isotropic laws followed directly from the averaged ones.



where 0y = Op,,,,, and we used

(6abG)cd = _Gcade-
Then we used that

(dH)G(dH) = (G)dt
(in the complex Hermitian case, where dhgpdheg = ﬁdadébcdt) giving

% 2G(AH)GAH)G = G2(G).

In general, here we have the self-energy operator (2.9), i.e we get (dH)G(dH) = S[G]dt.
In the second line of (3.5) we used (3.2) and to arrive at the third line, we wrote out GH = I + 2G.
Now if we combine (3.4)—(3.5), for the evolution of G¢(z;) we have

1 2t 2 1
5Gila) + (8tzt +(Gi(z)) + 5>Gt(zt) ]dt - T i) AB)G (=)

Now we choose z; such that the leading term m/(z;) of (G) in the big bracket is cancelled, this is exactly the characteristic
equation (3.1), the result is

1 1
(3.7) dGy(z) = [2Gt(zt) +(Gi(2t) — m(zt)>Gt(zt)2] dt — ﬁGt(zt)(dB)Gt(Zt)'

We are really interested in the fluctation, i.e. G¢(2;) — m(z), so we also compute from (3.1)

d 1
am(zt) = fm’(zt)(izt + m(zt)).
Recall that m satisfies —1/m = z + m, i.e., =1 = mz + m?2 so after differentiating
0=m+m'z+ 2mm/ = m/(z 4 2m) = —m,
and thus we have
d m(zt) t/2
(3.8) am(zt) =— — m(zy) = e *m(zp).

Putting (3.8) and (3.7) together, we have

(B9 d(Gilz) —m(z)) =

1 ) 1
i(Gt(Zt) — m(zt)) + <Gt(2t) — m(zt)>Gt(zt) ‘|dt — ﬁGt(zt)(dB)Gt(zt)

We will now focus on the average local law (2.5), and for simplicity set B = I. Using G — m := G¢(zt) — m(z),
G = G(z;) for short, we have

1
dt — ﬁ@(dB)G).

Before we continue, let’s analyse a bit the sizes of various terms. First, notice that by taking the imaginary part of
(3.1), we have

(3.10) (G —m) = %(G—m> + (G —m){(G?)

dme _ 1

(3.11) = 3 Sm(z),
and as long as we are in the bulk regime, Sm(z;) ~ 1, thus

d’l]t

=t

dt

So t — n, decreases roughly linearly, i.e.
(3.12) ne ~ cr(Te — 1)

with some function ¢; ~ 1, where T, is the final time when 1y, = 0. Technically, we will run the process up to time
T ~ T, — N~1%9 since we are interested in final ny ~ N 119,
Making the ansatz that (G — m) ~ 1/Nn, for the LHS of (3.10) we have

1 1
A(G—m) ~de—— ~ ——.
< ) Nne  Nn?
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On the RHS, the bigger term is the one with (G?2), its rough size'' is bounded by

1 1
(G <{IGP) = ~(SG) ~ —
n Ui
using the Ward identity, GG* = 1 3G which holds for the resolvent of any self-adjoint matrix H. Thus we have

n

1 1
[2<G—m> + <G—m><G2>1 ~ N’

i.e. the first term in the RHS of (3.10) is consistent with the LHS. Note that this consistency is achieved only because we
carefully choose 0, z; which reduced the corresponding factor

(3.13) (@zt +(Ge(z) + %) ~1

in (3.6) to a much smaller term (G — m) ~ 1/(Nn).
Finally, we discuss the martingale term in (3.10). As usual, we compute its quadratic variation process:

1 1 1 5 1 2y |2
\/7N<G(dB)G>’ ﬁ<G<dB>G>} = N3 {; G ’Ljd j’HZ kldBlk} = N3 ; |<G )2J| dt.

Here in the last step we assumed, for simplicity, that we look at the complex Hermitian symmetry class, which means
[dBji, dBix] = §i1dkdt. Using again the Ward identity, we have

(3.14)

1 1
(3.15) e Z| (G?)i5]* = N2<|G| ) < Ny 2<IG| )= Ny 5(SG) ~ N2
ij

To get the effect of the martingale term in (3.10) we need to integrate the quadratic variation and take the square root,
roughly speaking
b 1 1
~zads~ e = N
o N3 N*n; N
so this is also consistent with the target bound (G — m) ~ 1/(Nn).

Now we discuss how to make this argument more rigorous. Define the spectral domains
(3.16) D,={:=E+ineC;n>N""1|E <2k}
for any 0 < v < 1. We prove the following

Proposition 3.1 (Zig step). Fix two exponents 1 < 7. Suppose that the local law

(3.17) [{G(z0) — m(z0))| < 20 € Doy,
holds with very high probability for any bulk spectral parameter zy with g = JSzg > N =10, Let 2 satisfy (3.1) and
Gt be the resolvent of the Hy from the OU flow (3.2). Then for H; we have the local law up to times t

(3.18) (Gi(zt) — m(z))| < — Vt, Sz = > N-HM

with very high probability.

One could use this zig proposition in one step, i.e. choosing 7y = 1 and y; = J, i.e. propagate the global law, (3.17) for
Yo = 1, down to the smallest scale. The global law will be proven in a separate Section 3.4, but notice that this is expected
to be an easier task than the local law since for n ~ 1 there is no discrepancy between the crude norm bound (2.7) and the
more refined bounds in weaker sense.

In the actual proof we will do zig and zag steps alternatingly several times, this is because the zag step cannot remove
too big Gaussian component in one go. So we will use Proposition 3.1 in such a way that we will define a sequence of
thresholds N=79, j = 1,2,...,1/8, and assuming (3.17) for o = 1 — j§, we will conclude (3.18) for v; = 1 — (5 +1)d.

HWe note that the true size is
1

N2’

but this requires a local law for G2 which would make the argument circular if we tried to use it for a proof.

(G?) ~ 1+



Proof of Proposition 3.1. We fix a small exponent £ > 0 and define the stopping time

. N¢
(3.19) 7 :=inf {5 > 05 [(Gs(zs) —mi(z,))| > N
We are given a final z with n = Sz where we want to prove (2.5). Choose an initial condition z = 2 with 2z > N1+
such that after time T' ~ N 1170 the solution of (3.1) is zp = z (simple ODE theory shows that it is possible). We want
to show that 7 = 7" with very high probability.
First, we need to show that 7 > 0, by continuity this follows from

jar.

N&/2
(3.20) {G(z0) — m(z0))]| < , no = Szg > N0,
Nmno
Second, in the main part of the proof, we need to show that 7 cannot be smaller than T, i.e. the estimate (G — m) <

N¢/Nn is consistently maintained along the flow (this is basically what our earlier heuristics showed). Here we can use
the basic information from the definition of 7 that

N¢
| X,| < ; Vs < 7,
Nns

where we set
X = (Gs(2s5) — m(2))

for brevity.
The structure of (3.10) is the following:

(3.21) dX, = &1(s) Xds + d&s(s).
For the coeffient of the linear term (the generator) we have
1 R{ER 1 Qms
(3.22) E1(s)] < 2+<j]8>g2+j’:<1+o<1>>7 s<r
Here we used the definition of the stopping time and s < 7 to control
N¢

(SG5) = Sms + (S(G —m)s) < Sms + < Qms(1+0(1)), s <,

Nns

and that N¢ /Ny < N¢9 <« 1.
For the martingale term, by (3.15) and the stopping time again, we have

(SGy) 1
< N2 s < N2n§d5’ s<T.

By the BDG (Burkholder-Davis-Gundy) inequality,

s tAT 2 1/2 tAT 1/2 tAT 1 1/2 1
< = < R <
/0 a&x(r)| S (E] /0 d&s(s)| ) ( /0 [d€2(5)7d52(s)]> < < i N2n2d5> S N

with very high probability. Here we used again that

t
d 1
/ % S = a>1,
0 ns 7715
that is based upon (3.12).

We now solve (3.21) by (stochastic) Gromwall inequality up to time ¢ A 7 with any ¢ < T'. Let P ; be the propagator

(here it is just a scalar):
t
Ps,t = exp (/ & (T’)dT’),

t
X, = Po.Xo + / P, 1dEx(s),
0

max
s<tAT

then

i.e. using that Py ; is positive, we have

t
(3.24) |Xt|§P07t\X0|+‘/ 7?37td52(s)’.
0
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We estimate the last term by the BDG inequality and (3.23) in the last step, for any ¢ < 7:

(3.25)

1/2 1/2
/ 1 /

1/2
t t 2 t gt t
[ Pz 5 (B [ Pudee] ) = [ [ Pupedigonaesl) = ( [ Puiips
0 0 o Jo 0 n

with very high probability.
Now we estimate the propagator for any s < ¢ < 7, using (3.22):

Pys < exp ((1 +o(1)) /: (% + gg“)dr).

From (3.11) we have

YR Sy

d 1 9 b1
&(lognt)——i— " == /S(§+ m )dr——log(m/ns),

thus we have
(3.26) P, <

U~

Ur
(ignoring the irrelevant 1 + o(1) factor).
Using | Xo| < N¢/2/Nnjq from (3.20), plugging (3.26) into (3.24) with (3.25), we have

1/2
327 X, < @Nf/z . /t (&)2 1 s < N&/2
ne Nmo o \m/ N?n} N

for any ¢ < 7 with very high probability using that
t

1
—ds <log N, t<T.
o 7Ms

The bound (3.27) together with the continuity of X, in time and the definition of the stopping time 7 (note the factor
N¢/2 < N¥€1) shows that 7 = T'. This completes the proof of Proposition 3.1. (|

3.3. Zag step. In this zag step we remove the Gaussian component introduced in the zig step. Unlike in the zig step, here
the spectral parameter z is fixed and thus we will often omit if from the notation.
Let 5. be the flow of an OU process, i.e.

zag

(3.28) Hy = 3., [Hol,

zag
where H, is the solution to

1
vIN

Let H, again'’ solve the OU equation (3.2). We run this OU in a time interval s € [0, Sana1]- Recall the spectral
domains

1
(3.29) dH; = —§tht + dB;, Hi—o = Hp.

D,:={:=E+ineC;n>N"1}
The following is the main proposition of the zag step.

12%e remark that in general the OU flow in the zig and zag steps are different, here for the simplest Wigner case they happen to be the same. In
general, the zig flow uses the standard OU flow (3.2) that adds a pure GUE/GOE component. In contrast, the zag flow solves a modified OU process

1

(3.30) dH, = —_ (He — EHy)dt + Syl [ABy),

where X 7 is the covariance tensor of any random matrix H, defined for any fixed deterministic matrix R by
S[R] = SyR] = E[Tr[(H — EH)R](H — EH)] .

It is easy to see that X is positive (as a self-adjoint map on the space of N x N matrices equipped with the Hilbert-Schmidt scalar product), and »i/2
is its operator square root. This modified OU process is designed in such a way that the covariance tensor X7, , hence the self-energy operator Sy,
remain constant along the time evolution. Recall that Siy[R] = EHRH, i.e. Sy and g are not the same, but they contain the same information. In
the complex Wigner case

SIR) = (R), B[R = LR

ie X = % - I, which means that (3.30) becomes (3.29), i.e. the standard OU process.

In general, we have quite a freedom to choose the zig flow (if the characteristic flow (3.1) adjusted), while the zag flow is quite rigid, it must be
chosen such that covariance tensors of the matrix elements remain invariant along the flow.



17

Proposition 3.2. Fix two (small) exponents § < &. Fix constants 0 < 9 < 1 and v1 > 9 — 6. Suppose we have the
bounds

(3.31) [(Gs(2)uv| $1

hold with very high probability, uniformly in s € [0, Sgna1l, in z € D.,, and in deterministic unit vectors w,v. Assume the
resolvents G s satisfy the local laws (2.5)—(2.6) (with £ as tolerance exponent) for any z € D.,, at the final time s = Sgnal.
Then G satisfies the local laws uniformly for all s € [0, sanal| (with a slightly larger £ exponent that we will ignore in
this presentation, but the increase of £ is tiny compared with §).

We start with two preparatory steps. First, we use Ito’s formula that asserts for any f € C? function that

(3.32) i Ef(H,) ——fEZh )(Oaf)(Hy) +—thozﬁ (8a03f) (Hy)

where #;(c, 3) denotes the (normalized) second order cumulant of the rescaled matrix entries v Nh,,(t) and v Nhs(t),
i.e. ki(a, B) = NEho(t)hs(t) since Eb = 0, and 0, = Oy, is the partial derivative wrt to the a-th matrix element. The
first summand on the rhs. of (3.32) can now be further treated by cumulant expansion, which is first key ingredient for our
proof. Below we give precise references, but in the separate Section 5 we give a pedagogical introduction to it.

Proposition 3.3 (Multivariate cumulant expansion; cf. Proposition 3.2 in [29] and Lemma 3.1 in [38]). Let f : RV*N —
C be a L times differentiable function with bounded derivatives. Then, for any double index oy = (a,b) € [N]? it holds
that

(3.33) Ehe, f(H Z > %E(%ﬂ(m +Qr(f; 20),

k=0 ae{ab,ba}*

where o« = (a1, ..., ax) and Oo. = Oh,,,---On,, for k > 1, and for k = 0 is considered as the function f itself. For
completeness, we mention that the error term in (3.33) satisfies the following bound (for all practical purposes one can
just ignore this term)

C 2\ 1/2
(3.34) (00| € v 2o S (Bl@af)OH (asa) + Hlpvpgavsa)|)
ac{ab,ba}l A€[0,1]

for some constant C, > 0 depending only on L. The notation H|x for N' C [N]? in (3.34) refers to the matrix which
equals H at all entries o € N and is zero otherwise.

Note that the £ = 1 term in the expansion of the first summand on the rhs. of (3.32) exactly cancels the second
summand on the rhs. of (3.32). For Proposition 3.3 being practically applicable we need to control (i) every order of the
expansion, and (ii) the truncation error term 2. Ignore the error term for this presentation.

Lemma 3.4 (Monotonicity estimate). Fix a constant 0 < g < 1 and assume that the very-high-probability bound (3.31)

holds uniformly in z € D.,, and s € [0, Sgna1l, for any deterministic u,v € CN with ||u| = |jv|| = L.
Fix v1 > ~v9 — 0. Then, we have
(3.35) G (B + i o S
1

with very high probability, uniformly in z := E +iny € D., for any time s € (0, Stinal], and for any deterministic vectors
u,v € CN with ||lu| = |lv|| = L

Proof of Lemma 3.4. The map n — n?/(z? + n?) is increasing in n > 0 for any # € R, hence it follows by spectral
decomposition of G that

(3.36) MmSG(E +in) < noSG(E + ino),

in the sense of quadratic forms.
Using the Schwarz inequality and the Ward identity, we deduce that for all 0 < n < 7o,

. . 1/2
d SG(E +1i SG(E +1
dn uv n
where in the second step we used the monotonicity of the map n — nSG(FE + in), and the bound (3.35). Integrating the
bound (3.37) from 7, to 79, we obtain

(3.38) (G(E +im)).,.| < [(GE +1im))., |+ o < ZO
1

<o
~ 27

3



The isotropic part of Proposition 3.2 will be concluded in a self-contained way, based entirely on the isotropic Gronwall
estimate in Proposition 3.5 below. We will explain this in detail. Then the isotropic local law serves as an input for the
similar average analysis that we skip.

Proof of isotropic part of Proposition 3.2. The key step is the following Gronwall estimate:

Proposition 3.5 (Isotropic Gronwall estimate). Assume the conditions of Proposition 3.2. Fix x,y € CV of bounded
norm, z := E +1im € D, and ng > N1\ 1y such that no/m < N°. Set snat S no andno ST ~ N~8/190 and
we assume 0 K . For s € [0, Sanal], define

(3.39) Ss = (Gs(E +im) — M(E +im)),,
Then, for any (large) even p € N, it holds that

1
VN7’

d
3.40 —E|Ss|?
(3.40) SEs

< N105 . »
N(H ﬁo)[w P v =

uniformly in s € [0, Sgnal|, bounded x,y € CN, and z € D.,,.

By Gronwall’s lemma, uniformly in s € [0, Sginal], from (3.40) we find that

N106
E|Ss|P <e 1+ Sfinal — S ]ESSfunl
(3.41) 5 Xp(( \/%)(“ )>[|
5 E‘Ssﬁnallp + (‘I’(Ul))p .

Here we used that Sgna1 < 70, S0 the exponent is bounded by N1, /g < N19T < N100-6/100 < 1 if § < &. We point
out that in (3.41), we use the final value rather than the initial value, as is more customary in a typical Gronwall argument,
since in the zigzag strategy, illustrated in Figure 1, the endpoint of the flow is the known object.

To estimate E|S,, ., |7, recall that the resolvent G* satisfies the isotropic local law from the zig step Proposition 3.1 at
S = Sfinal- Therefore, since p in (3.41) was arbitrary, we find that

+(T(m))"]

¢ 1

(3.42) j(Gs(z) - M(z))my‘ <N N

uniformly in z := E + i € D,,, s € [0, Sfinal], and bounded =,y € C", with very high probability.
This proves the isotropic part of Proposition 3.2 the average part is similar. ]

Proof of Proposition 3.5. Using (3.32), we have

d 1 1
(3.43) CEISP =~ 2B D, (5) @, |SoP) + 5 S (o, 02)E [0, 0 S017)-
aq Q,02
The first term on the rhs. of (3.43) can now be expanded by means of Proposition 3.3:
ks(ag, o)
(3.44) E[ha, (5)(a, |Ss|7)] Z > ME[%%&V] +Qr .

k=0 ae{ai,al}r

The k = 0 is zero since the first camulants vanish. The £ = 1 term cancels the second term on the rhs. of (3.43), so the
sum effectively starts from k > 2. If L is large enough, the error €27, is negligible. We thus find

Y Y H [0, 0a1S,17]|.

k=2 a1 aef{ai,of

(3.45) ‘IES Pl <

The most critical is the k = 2 (third order cumulant) term:

(3.46) N2 3" k(an, a2,03)E[Da, o, Oas| SI7]

Q1,002,003

The cumulants x(«1, ag, a3) are nonzero (order 1) only if all vy, g, vg are the same up to transposition. Distributing the
derivatives according to the Leibniz rule, we need to estimate various terms of the forms (92 5)|S|P~1, (0,.9)(92S)|S|P~2,
and (9,,.59)3|S|P~3.
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We estimate the first type of terms, the others are similar. The cumulants (1, e, aug) are nonzero (order 1) only if
all a1, ag, a3 are the same up to transposition (i.e. if a; = (a,b), then both g, ag are either (a, b) or (b, a)) so when
computing 935 = 93 Gy, we have a few types of terms

GwabeGaaGbya GwaGbabeGaya GmaGbaGbaGby~

Focus on the first one, the others are similar, its contribution to (3.46) is estimated

NI Y GG GaaGag| < NTNPISP (3 [Gal ) (3 G
ab a b
< N—3/2N25\S|p—1zv< > \Gml2> v ( > IGby\Q) v
a b

1/2
< N_1/2N25\S|p_177f1(SGm%ny> < N1/2+3§N1 |S|p_1
T

(3.47)

< NP () [|S[7 + W ()]

where we estimated |G|, |Gaa| < N° using Lemma 3.4 (recall 19/, < N?), and finally we used Schwarz inequality
and Ward identity. In the last step we wrote

1
Nimlslp_1 = W(m)?[SIP~H < N2 (o) W(m)| [P~ S NP2 W (o) [|SIP + W ()]

using Young’s inequality. Similar estimates hold for all other terms, thus we conclude the following bound for the third
cumulant term:

N2 3" ka1, 02, 03)E [Oa, 0us 00y | SI] | S NY2T0W(0o) [E[SPP + W (m1)?]  w.vhop.

Q1,002,003

The estimate of the higher order cumulant terms (withn = k 4+ 1 > 4)

(3.48) N7 N K(ag, e, 00)E [0, O,

Q1 yeneyQpy

SPP

are similar, in fact a bit easier and give the same estimate. The reason why they are easier is that as n increases, the
prefactor N~"/2 gets better, but the summation is still effectively over N2 indices. Higher derivatives yield more G
factors, but each can be estimated by |G,| < N? using Lemma 3.4. Since every derivative produces an extra G factor,
we pay a price of N9, but we gain a factor N~'/2 from N —"/2
Writing these estimates back to (3.45), this gives

d
ds
which then gives (3.40). This finishes the proof of Proposition 3.5. (I

E|S,|P| < NY2H499 (50) [E[Ss|? + ¥ (n1)P] w.v.h.p.

3.4. Global law, initial condition. In this section we prove Theorem 2.2 in the global regime, i.e. where  ~ 1. For
simplicity, we consider only this regime, although in the applications we will need it for a little bit smaller > N —¢/100,
but it is clear from the proof that given the tolerance exponents N¢ in (2.5)—(2.6), this is affordable.

Step 1. We define a type of renormalisation which we will call underline operation. It is defined as follows: for any
smooth matrix valued function f : CV XN — CN*N we define

(3.49) Hf(H) = Hf(H) - EH(5f)(H),
where H denotes an independent copy of H and

(05)(H) = lim ~ [f(H -+ H) — f(H)]

is the directional derivative, in particular,
~ o~ ~ ~ ~ ~ ~ 1
(3.50) E[H(05f)(H)],, = EY " oo [(07f)(H)] = EY hea Y [On, f(H)] ) i = ~ > [0h,, FOH)] 0
a a iJ a

where in the last step we used that we are in the complex Wigner case, so Eﬁmﬁij = %51;]- Oui-
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For example, if f(H) = (H — z)~! is the resolvent, then 0;G = —~GHG and thus

(3.51) HG = HG+EHGHG = HG + S[G]G = HG + (G)G.
The underline is designed in such a way that

(3.52) EHf(H)=0 if H is Gaussian,

in particular

(3.53) EHG = E[HG + <G>G] =0

in the Gaussian case.
To see (3.52), we use cumulant expansion (3.33), and the fact that for Gaussian variables all cumulants or order three
or higher vanish as we explain in Section 5:

(3.54) E(H Z Ehyof(H Z E[0h,. f(

Note that the first cumulant is zero since EH = O and only the second cumulant, i.e. k = 11in (3.33) matters, ag = (xa),
and the only nonzero term in the sum is & = (ax) (since we assumed Ex2; = 0 and we work in the complex case for
simplicity). Combining (3.54) and (3.50) with the definition of the underline (3.49), we obtain (3.52).

Step 2. Now we derive the basic equation
(3.55) G—-—m=-mHG+ m(G—-m)G
that expresses G — m in terms of an underline. The proof follows from the resolvent identity written as HG = z2G + 1,
multiplied by m and expressing mz = —1 — m? from (2.3):

mHG = -G -m*’G+m = G—-—m=-mHG—m?G,

from which (3.55) follows by (3.51).

Taking the average trace of (3.55) and writing G = m + G — m, we have
(3.56) (1 —m?)(G —m) = —m(HG) +m(G — m)?.
This equation shows the basic structure: the quantity X := (G — m) to be estimated satisfies a quadratic equation plus a
fluctuating underline term that is small, very roughly

X ~ small + X2

This will guarantee that X is small as long as X < 1. Before that, however, the left hand side of (3.56) contains a stability
factor 1 — m? which may be small. This is what happens when z =~ +2, but away from the spectral edges this factor is
harmless, see (2.4). In this presentation we will stay in the bulk spectrum.

Step 3. To verify that the underline term is indeed small, we compute its high 2p-moments. The goal is to show that

(3.57) E|(HG)| —m)|”

for any (small) € with some (large) constant C.
We use the identity (from taking the trace of (3.55))

(HG) =~ (1~ m(G))(G — m)

to write

E[(HG)|” = W;AEPHGM —mi@)(6 -m)" (1 - mic))(G - m>)p]

and we perform cumulant expansion in the first term.
We do p = 1 for simplicity, the general case is similar. Ignore the harmless prefactor 1/|m|**~!. Denote

g(H) == (1= m(G)(G" —m)
for brevity, then using (3.51) we have

E[6) (1 - m(G)(G )] = B (hasGra + 1 CaaGin ) gH)

(3.58) —Z GraObag(H ZZ et 72y O [ Grag ().
E>2
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In the second step we used the cumulant expansion (3.33) for the function f(H) = Gpeg(H). Note that the second
cumulant term k£ = 1 is computed separately. When the derivative Oy, [Gba g(H )} hits G, by Leibniz rule, then it exactly
cancels the renormalization term %Gaabe. Indeed, we have Oy Gpe = —GppGaa by the general differentiation rule of
the resolvent

8my G(Lb = *Gam Gyba

and the corresponding cumulant £1.1 := K(Xod, Xod) = 1 from E|xoa|?> = 1 in (2.1). We also note that the last term
in (3.58) is a written a bit schematically, instead of a single k£ we also have a summation over k1, ko with & = ky + ko,
with k5 > 1, and instead of 8§b we have a{jl; 85;. But these subtleties will not change the estimates below.

We start with the first term in (3.58). This is expected to be small since g(H ) depends on H only through an averaged
trace, so we expect it to depend little on an individual matrix element h,;. We will just compute the term where O, hits
(G* — m), the other is similar. So we consider

1 2
= [T (@)

NQZGM — (G Dha(G" ) G| 5 5

< 3| X GGG
abc
where we used that |1 — m(G*)| < 1 since ||G|| < 1 as we are in the global regime, 7 22 1. This estimate is exactly
consistent with our target (3.57) since p = 1.
Now we consider the second term in (3.58). The worst is the & = 2 case (smallest power of 1/N). There are several
subcases, depending on how many derivatives hit Gy, and g(H). Since g(H) is an averaged object, we expect that the
most critical is when all derivatives hit Gy,. In this case we have (bound all x’s by a constant)

ZNW [aba(abﬁaab)aba} (H) S#ZKJ%HQ(H)L
ab

We used that in all possible combination of the derivatives on G, we will get at least one off-diagonal resolvent. The
others we estimated by ||G|| < 1. Using a Schwarz inequality, we continue

/
Ni/ggaaug )| < <7 N(Z (Gl ) gt = Ni,/g(;[cc*]m)l lo(H)| £ loCH)|

We also compute another case, when one derivative in the last term of (3.58) hits g(H ), say Oupg(H ). The other derivative
may hit Gy, and notice that offdiagonality may not be guaranteed, indeed 0y Gy = —GppGaq- SO we will not gain from
that, but we gain from J,,g(H). Again, differentiating g(H) yields two terms, but both of them are averaged trace,
effectively we have

<1
~ N

9a(G") = ZG 2Gie.
For example, we have a representative term of size
! 1 1 *\2 1 4 1/2 1
SN2 N3/2|Gaabe|N’ZG be NZ):W'[(G Plool < 72 (2061aa) 5 32

Note that we did not take the absolute value inside the last summation ) in order to perform it and in the last step we
again used a Schwarz and Ward to sum up the offdiagonal terms effectively.
In summary, we proved that

1 1
~ N2 )| ~ N2 N2
(with C¢ ~ 1/¢) which proves the p = 1 version of (3.57). The higher p-moments are similar, this proves (3.57).

+ ]E|( + E|<G m)| <

E[(HG)|” < (G —m)?,

Step 4. Now we complete the proof of the global law. Taking high moment of (3.56) and recall that 1 — m? ~ 1, we
get

(3.59) E[(G — m)|?? S E[(HG)|” +E[(G — m)|** < Czp +E[(G — m)|*,

N

where the €E|[(G — m)|?P from (3.57) could be absorbed in the left hand side.
Now we use a simple continuity argument in 7. For large n > 100, we have
2

2
< < —
(G = m)] < Gl + Im| < © < o0
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therefore (3.59) implies

(3.60) EN(G —m)|?P ~ n > 100.

Applying this for p — 2p, in particular, the term E[(G — m)|*? is much smaller than the leading term C,/N?P. Since
[(G —m)| is continuous in 7, this means that 7 can be reduced and (3.60) remains true. The precise argument is a bit more
tedious, it relies on the basic idea that there is gap in the values of |(G — m)|; by Markov inequality we see that (3.59)
implies that for any n = 1

G-m)< N ¢ wvhp. = G-—m) < N ¢ wvhp.
I p N p

where w.v.h.p. stands for with very high probability, i.e. an event that holds with probability 1 — N~ for any D if
N > Ny(D) is large enough. In other words, |(G — m)| has a large gap in the set of its values. Since [(G —m)| < N~¢
for n > 100 and it is continuous in 7, it cannot jump the big gap, so [(G — m)| < N~¢ remains true for any 2 1. This
proves (2.5) for B = I in the global regime. The case of general B and the isotropic bound (2.6) are similar.

3.5. Putting together the zigzag strategy. Proof of Theorem 2.2. Recall that we have two small exponents: ¢ is the
lower threshold for 7 > N~1*¢ and ¢ is the final tolerance exponent in the local law (in the tolerance factors N¢). We
always assume that 0 < £ < ¢ and we will choose a zigzag step size § as 0 < § < &. Fix a total time

(3.61) T .= N~/

We will use the global law at level n ~ T ~ N—4/100 this is where our zigzag starts.
For the terminal time 7" chosen as in (3.61), let K be the smallest integer such that N —Kép < N—1t€ and define a
sequence of times {t; }5_, as

(3.62) to:=0, tp:=T—-NMT ke{l,... K—-1}, tg:=T.
Let {at), }/< | denote the difference sequence of {¢;}5_, that is
(3.63) Aty =ty —tp—1, ke{l,...,K}.

Given the target random matrix ensemble H, we construct two sequences of random matrices, { H k}é(:o and {H*} K |
recursively by’

zag zig

(3.68) Hyx:=H, HY:=%F!}[H], Hp1:= (g“k)fl[Hk], ke{l,...,K},

In the special Wigner case §;, = §}aq, 50

Hy=H,=...= Hg = H original matrix

Aty
zig
distribution S;t g’“ [H k—l] = H*. More generally, when the two flows &;

OU flow (3.2), while F£,,, is the solution of (3.30)), then we have

zag

13Strictly speaking the inverse of § .* does not make sense, so by the second relation in (3.64) we mean to construct a matrix Hy_j such that in

- Siag are not the same. Recall from Footnote 12 that S;i e is the standard

(3.64) Hici=H, H*:=§G™ [H], Hyeoy = 9can (Hy), ke {l... K},
where 2c is a lower bound in the fullness assumption on the matrix distribution
(3.65) NE[|Tr[(H — EH)X]|*] > 2¢Tr[X?],

for any deterministic matrix X of the same symmetry class as H (real symmetric or complex Hermitian). This will guarantee that the covariance matrix
is lower bounded, 3; > ¢, for all ¢ € [0, T']. Furthermore, $e,¢ is defined by the relation

(3.66) Flip Do ()] £ W [H], 0<t<—log(l—o).
where the function s(t) = sc(t) is defined as
(3.67) s(t) = sc(t) :=loge —log(c —1+e7t),

It is a separate (easy) lemma to show that ). ; exists. It follows by a simple backward inductive argument starting at k = K that the covariance tensor
of both Hy, and HF is given by X, , hence by ¥t > ¢, Hy_1 is well-defined.
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P

T~ N7 FIGURE 1. Schematic representation of
the Zigzag induction. The random ma-
trices Hjy, H*, as defined in (3.68),
are situated within an abstract coordi-
nate system. The horizontal axis rep-
resents the size of the Gaussian com-
1 = ponent, while the vertical axis indicates
- - the lower bound on 7 in the domains,
where we prove the local laws in The-
orem 2.2. Solid arrows denote applica-
tions of Proposition 3.1 (referred to as Zig
) steps, in which we reduce 7 at the cost
L S of introducing a Gaussian component),
T - and dashed arrows indicate applications
| of Proposition 3.2 (Zag steps, in which
we keep the spectral parameter fixed and
HEL remove the previously introduced Gauss-
ian component).

N—H—s 1

size of GUE/GOE component

Having seen the zig and zag steps, one may wonder how they work. Eventually, the zig step adds a Gaussian compo-
nent, the zag step removes it, it looks a bit tautology, especially in the Wigner case, when the two OU processes happen to
be the same. Around (3.6)—(3.7) we argued that without choosing z; quite specifically, we would not have a cancellation
and the G2 term were too big. In particular, this were the case if we chose z; = z (time independent z), like we do in zag.
So how could this work? The point is that both zig and zag carry a key cancellation, but they are quite different (the zag
cancellation happens in the second order (kK = 1) cumulant term in (3.44)). This is because we handle the term that is
linear in H from the Ito calculus quite differently in these two procedures. In the zig case, this is the G HG term in (3.5)
and we use the resolvent identity HG = zG + I to remove H and aim at a self-consistent equation containing only G. In
contrast, in the zag step, the analogous term is hq, (5)(0a, |Ss|P) in (3.43) and here we do a cumulant expansion. As we
mentioned earlier, the zig step is more novel and in some sense more essential, since this is where the key reduction of
Gz happens. In particular if we applied the theory for purely Gaussian ensembles, then the zag step is trivial (no need to
perform it), but the zig step is still nontrivial.

4. MULTI-RESOLVENT LOCAL LAWS WITH ZIGZAG

The zigzag strategy is especially suitable for proving multi-resolvent local laws (1.13)—(1.14) for the chain (1.9). The
basic idea is the same, but there are several additional complications.

Similarly to the material presented in Section 2 for the single resolvent case, the multi-resolvent local law for the
simplest Wigner case in the bulk has never been written up in the literature. The material I present here is a simplified
version of the paper [23], where Wigner matrices with different deformations were considered. Taking the trivial D =
Dy = 0 deformations on that paper, we arrive the pure Wigner case.

First, we need a good understanding of the corresponding M, ) term, in particular we need (1.12). This is not trivial
despite the explicit recursive formula for M|, ) because that formula contains many cancellations. The main point is that
the recursion is nonlinear and it contains repeated inverses of the stability operator which is

“4.1) Bio =1 — M;S[-]|Ms,

for a general correlated model. For deformed Wigner matrices, it simplifies to 1 — M (-) Mo, see (1.10), and even simpler,
for Wigner matrices it is just 1 — mjms(-), see (1.11). The inverses of these operators are all bounded by 1/7 but if one
just counts the number of inverses of Bi5 in the recursive formula, then one obtains about twice as many 1/7 factor than
the real size (1.11), indicating a lot of cancellation. This can be done fully algebraically in case of Wigner matrices [15]
for any k. For more complicated ensembles, it was done by ad hoc methods. A new dynamical method that works even
for random band matrices was developed in [33].

Second, we need a global law whose proof is similar to the one presented for the single G case, with many more terms
to consider.
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Third, we need to develop an entire hierarchy of master inequalities that control the fluctuations of longer and longer
chains. In short, even if we are interested in, say £ = 2-chains, we need to control longer chains as well, but maybe
not with the optimal precision. The reason is in the structure of the zig-equation, see (3.10) for & = 1. The RHS of
this equation involves longer chains, partly in the linear term and more importantly in the quadratic variation of the
martingale term (3.14), which involves four resolvents. In this simple case we used Ward identities and trivial norm
bounds |G|? < 1/n? (see (3.15)) to reduce these longer chains back to the original single resolvent object, but in many
cases this is too crude. For example, if we are interested in (GAG A) with traceless observable A and we want to gain the
/1 factor from each A, then Ward identity or norm bounds destroy this gain. Below we sketch the setup of the dynamical
proof of the kK = 2-chain (for general observables) in case of deformed Wigner matrices'?, following Section 5 of [23].

Let Rq, Ry be deterministic observables and G := G;(z;(t)), j = 1,2, two time dependent resolvents with moving
spectral parameters along the characteristic flow. We want to control the evolution of

X = XtRl’R2 = <[G1(Z1(t))R1G2(ZZ(t)) - Mgl,t]R2>

for a fixed choice Ry := A; and Ry = A,, where A, As are given observables in the original chain (1.9). We will need
to consider not only XtA I’AQ, but also XtA 1’1, th ’A"‘, and X{ ’[, this is why we introduced the more general letters R;, but
eventually we will always consider Ry, Ry € {I, A1, Aa, A, AS}.

The analogue of (3.10) for the corresponding time dependent two chain
X = X[ = ([Gi(a1 (1) B Ga (2 (1) — M{%| Ra )

is the following

4.2) dX[™12 = (14 (2 = k(Ry1, R2))(Miy ) g/ " dt + A&, + Fdt .
Here we denoted

4.3) E(Ri,....,Rm) =#{j€[l,m|:R; # I}

for deterministic Ry, ..., R,, € CN*N,

The martingale term is given by

N
1

4.4 dé = — Ouw(G1+R1G2+R2)dBgy.

4.4 ¢ \/NZ »{G1,:R1G2,+R2)dBgy,

a,b=1
The forcing term is decomposed into F; = Lin; + Err;, where the linear term and error term are given by
Lin = k(R1)(M{3) X, + k(Ro)(My2) X,

4.5) _ vI,Ra yR:1,1 2 2
Erry = X3 2 X, + (G — My )(GT R1G2 1 Re) + (G2 — M2 4)(G1:R1G3  Ra)

respectively.
We define a stopping time, analogous to (3.19). Take any small &g, &1, &2 such that §y < &1/2 < &2/4 and define the
stopping time

rhuRe inf{s € [0,7): max o" ’gfl’R2| > N25’°(R1’R2>},
(4.6) 25,0€%
7= min{r"" . R R, € &}, with &:={I,By, B}, By, Bj},

where we introduced the shorthand notation
1

o= —
N1 2t

for the target bound, and Qf) is a bulk spectral domain, essentially D,—; from (3.16). Note that here we will prove a
slightly stronger bound than (1.13) since the control parameter o follows the two 7’s separately, instead of estimating
everything in terms of 7, := min{n 4,72+ }.

Now we control various terms in the RHS of the equation (4.2) in terms of X, s < 7, controlled by the stopping time
and in terms of single resolvent averaged local laws like (G — M) for which we already have optimal estimate of order
1/Nn.

14y might look pedagogically more advisable to consider an even simpler case, the pure Wigner matrices, however then M is just a scalar and some
structure is not visible.
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There are two problematic terms. First, the term <G%,tR1 G2+ R2) in Err; has three resolvents, so apparently does not
fit the scheme. But it is a special three resolvent chain, as it contains G2. So we can use an integral representation to
reduce it to a single G-object, more generally

Grl)Gali) = 5 f ey ey

This approach has the disadvantage that the spectral domain needs to be changed. Alternatively, we could do a Schwarz
as follows (G2 R G Ry) via a Cauchy-Schwarz inequality followed by a Ward identity:
(SG1)'2(SG1R1Go Ry REGERY)? _ (SG) | RiGa R REGERT|Y? 1
m Uit N2
where in the middle step we also used (AB) < (A)|| B|| for any positive matrix A > 0.
The other problematic term is the quadratic variation of (4.4)

4.7) {G2R,GoRy)| <

(4.8) QV [gf 1 > 10u(G14R1Ga i Ro)[.

1

N

1

] = N
b=

a

After computing the derivatives, we get a chain with six resolvents, but two Ward identities immediately reduce it to four
resolvents of the form

(4.9) (SG1R1G2RySGLR;GLRY) < N(SG1R3|Ga| R2) (SG1R1 |G| RY).

The inequality can be obtained by spectral decomposition and a smart Schwarz inequality (see (5.27) of [23]). This (4.9)
is one version of various reduction inequalities' that estimate longer chain in terms of shorter ones, usually with a loss
(here it is the additional N factor instead of a 1/7 factor; effectively reduction inequality loses a big factor N7). This
is the price to truncate the hierarchy, i.e. to stop the cascade that the natural equation of a chain of length % involves (in
the quadratic variation) a chain of length 2k etc. This phenomenon is very well known in many-body theory: we have
a structure analogous to the BBGKY hierarchy. To turn this, potentially infinite, hierarchy into a rigorous mathematical
tool, we need to truncate it. This is what the reduction inequalities are doing. It turns out that the price N1 is affordable
and plugging all these estimates (up to s < 7) into (4.2), we see that after integrating back by Gronwall’s argument, the
RHS gives a better control than the threshold in the stopping time, hence 7 = T, 4.

It is remarkable that the most critical linear propagators, (M. 1}31.9 for R; = I satisfy the consistent upper bound (Lemma
5.2 of [23]), namely '

t
(4.10) / OMR(ML, )dr < log L2125
s ' M1,¢7M2,t
in complete analogy with (3.26). After exponentiating, this propagates the bound 1/(Nn,72) consistently from s to .
This is a very general structural property of the zigzag proof; the paper [23] demonstrated it for deformed Wigner case,
but it holds for more general mean field models as well.
The proof for regular observables is similar.

Fourth, we again need a zag step, which again has many more terms to handle, but from one point of view it is
conceptually easier for longer chains: the single G bounds are already available, so they do not need to be imported from
a larger n-level using the monotonicity lemma, Lemma 3.4.

5. AUXILIARY RESULTS

5.1. Cumulants and cumulant expansion formula. Let h be a real random variable, suppose all its moments my, :=
EA* have a control of the form

(5.1 E|hk < C*E!, VEkeN,
for some constant C'. In particular, the moment generating function and its Taylor series converges for small enough
[t| < 1/C:
th o~ 1
(5.2) E[e } = RS
k=0

15 Also note that |G| appears instead of G or G*, but there is a standard integral formula to express |G(E +in)| in terms of integrating SG(E + is)
over s > 1.
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The cumulants xj, of h are certain functions of the moments that can be defined, for example, by their cumulant generating

function

(5.3) x(t) = xn(t) == log]E[eth] =: 71k
k=0

at least for small enough ¢ (it is easy to see that for small enough ¢ we have E [e

Here are the first few relations and their inverse relations

] & 1, so we can take its logarithm).

mi1 =~R1
Mo =Ko + st
mas =kK3 + 3kak1 + /—@:f
my =Ky4 + 4K3K1 + 3&3 + 6&2/4;% + /i‘ll
.. etc
5.4)

K1 =M
_ 2
Ro =Mg — My
K3z =mg — 3maomq + me
K4 =myg — dmsmq — 3m§ + 12m2m% — 6m‘11
.. etc.

The triangular structure guarantees that the cumulants up the order k can be obtained from the moments up to order k£ and
vice versa. Note that the second cumulant x5 is the variance.

Among several other reasons, the main significance of the cumulants is that they give a very simple characterisation of
the Gaussian random variables, indeed
his Gaussian = Kk =O0fork > 3,

i.e. that all higher order cumulants vanish. This can be directly seen from the moment generating function of the standard

Gaussian h
2
Feth — ot’/2

and their trivial transformations.
Now we state the cumulant expansion formula: for any smooth function f (with some growth control at infinity that

makes the sums below convergent), we have

(oo}

(5.5) Enf(h) =Y "HE® (h).

k!
k=0

For the proof, we start with an identity; we claim that

" -1
(5.6) my =Y <Z - 1>nkmn_k.

To see this, we note that from (5.2) and (5.3)

W= OO k=00
My = 0peX| Fn = OX(8)|

On the other hand, by Leibniz rule

oper® = o7 (X (X)) = (Z _ i) (9Fx() (97X,
k=1

and evaluating this identity at t = 0, we get (5.6).
Now we prove (5.5). We check it for monomials, f(h) = h9, then it follows for polynomials and then by density
argument for any smooth function (as stated in Proposition 3.3). Indeed, using (5.6) we have

q+1 q q
_ +1 _ q +1-k _ q —k _ Bl41 ook
Ehf(h) =ER"H =" (k 0 1> mRERIFIR = 3 (k) FrnERT = T SO (1),

since f*)(h) = q(q—1)...(q — k+ 1)h?F,
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We stated everything for one single random variable, but all these concepts directly extend to a family b = (hq, ho, ... hp)
random variables, we can talk about their joint moments and joint cumulants. These are labelled with k = (k1, ko, . .. kp),
i.e. by p-tuples of natural numbers. The only difference is that the corresponding generating functions will be functions
of p variables t = (¢1,%2,...,t,) as

o0 oo

t-h t* t-h t*
E[e""] = 201"k x(t) :=logE[e""] = o1k
k=0 k=0

where k! = kilka!. . kpl.
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